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Abstract

Many popular ontology languages are based on (subsets of) first-order predicate logic, where classes are modeled as unary predicates and properties as binary predicates, such as Description Logics. Specifically, the ontology language OWL DL is based on the Description Logic SHOIQ. F-Logic is a different ontology language which is also based on first-order logic, but classes and properties are represented as terms, rather than predicates. In this paper we define a translation from predicate-based ontologies to F-Logic ontologies and show that this translation preserves entailments for large classes of ontologies, including most of OWL DL. We define the class of $\mathcal{E}$-safe formulas, show that the Description Logic $\mathcal{SHIQ}$ is $\mathcal{E}$-safe, and show that the translation preserves validity of $\mathcal{E}$-safe formulas. We then use these results to close the open problems of layering F-Logic programming on top of Description Logic Programs and language layering in WSML.

1 Introduction

There have been several proposals for using F-Logic as the basis for an ontology language for the Semantic Web [17, 10, 2, 6]. In F-Logic, classes and properties are interpreted as objects. This may hamper inter-operation with Description Logic-based ontology languages (e.g. OWL DL [12]), in which classes and properties are interpreted as unary and binary predicates. We will call the way of modeling ontologies in F-Logic “frame-based ontology modeling” and the way of modeling ontologies in Description Logics “predicate-based ontology modeling”.

More specifically, SWL [6], WRL [2] and WSML [10] claim that an F-Logic based variant of the language (WRL-resp. WSML-Flight) is an extension of a Description Logic (Programming) based variant of the language (WRL-resp. WSML-Core). It is an open problem whether the F-Logic based variants are really extensions of the Description Logic based variant.

We define a translation from predicate-based ontologies to F-Logic. We show that when considering sorted F-Logic, the translation preserves entailment for arbitrary first-order theories. We then show that this is not the case in general when translating the ontology to an unsorted F-Logic language, but for certain classes of first-order formulas, called the cardinal formulas, the entailments are equivalent. Our translation preserves function-freeness, i.e., if no function symbol of arity $> 0$ was used in the original ontology, no function symbol of arity $> 0$ will occur in the translated ontology.

We show that the translation to unsorted F-Logic preserves validity for large classes of predicate-based languages. We define the class of $\mathcal{E}$-safe formulas, show that the Description Logic $\mathcal{SHIQ}$ is $\mathcal{E}$-safe, and show that $\mathcal{E}$-safe formulas are cardinal. Finally, $\mathcal{E}$-safe formulas are closed under negation, and thus entailment of $\mathcal{E}$-safe formulas can be reduced to checking validity.

Our definition of cardinal formulas originates from HiLog [7], and thus the class of cardinal formulas we describe in this paper, the $\mathcal{E}$-safe formulas, can be used for HiLog as well.

We use these results to close the open problem of F-Logic extensions of Description Logic Programs [14] and the problem of language layering in WSML (and thus also WRL). We show that the WSML variants are indeed semantically layered as suggested in [10]. Specifically, we show that the language layering preserves (ground) entailment.

Structure of the paper In Section 2 we review predicate- and frame-based ontology modeling languages. In Section 3 We show that the translation of any predicate-based ontology to sorted F-Logic is faithful and that the translation of cardinal formulas to unsorted F-Logic is faithful; we identify the class of $\mathcal{E}$-safe formulas and demonstrate cardinality. We use this translation to show that the straightforward F-Logic extension of DLP preserves ground entailment, in Section 4 We then use the translation to show
that the WSML language variant are layered, in Section 5. Finally, we review related work in Section 6 and present conclusions in Section 7.

2 Preliminaries

Predicate-based ontology modeling A predicate-based ontology language is a first-order language in which unary predicates represent classes of objects and binary predicates represent properties (relations between objects). Description Logics [3] are such predicate-based ontology languages. Of special interest is SHOIQ, which is the language underlying OWL DL. We present the syntax and semantics of SHOIQ through a mapping to first-order logic with equality. The definitions are presented in Table 1; the axioms are presented in Table 2. In the tables, A is a named class, C, D are descriptions, Q, R are roles, and a, b, o1, ..., on are individuals. Additionally, we have that in the number restrictions \( n \geq R.C \) and \( n \leq R.C \), R have to be simple, i.e., R and its subroles may not be transitive (with transitivity indicated by Trans(R))

The Description Logic SHIQ corresponds to SHOIQ without the enumeration \( \{ (o_1, ..., o_n) \} \) and has value \( \{ R, \{ \} \} \) descriptions. In the remainder of the paper, when referring to SHOIQ (resp. SHIQ) axioms, we refer to the FOL version of these axioms.

### Table 1. SHOIQ Descriptions

<table>
<thead>
<tr>
<th>DL syntax</th>
<th>FOL syntax</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pi_y(A, X) )</td>
<td>( A(X) )</td>
</tr>
<tr>
<td>( \pi_y(T, X) )</td>
<td>( X = X )</td>
</tr>
<tr>
<td>( \pi_y(\bot, X) )</td>
<td>( X = X )</td>
</tr>
<tr>
<td>( \pi_y(C_1 \cup ... \cup C_n, X) )</td>
<td>( \bigvee { \pi_y(C_i, X) } )</td>
</tr>
<tr>
<td>( \pi_y(\neg C, X) )</td>
<td>( \neg \pi_y(C, X) )</td>
</tr>
<tr>
<td>( \pi_y(R.C, X) )</td>
<td>( \exists y (R(y, x) \land \pi_x(C, y)) )</td>
</tr>
<tr>
<td>( \pi_y(\forall R.C, X) )</td>
<td>( \forall y (R(y, x) \supset \pi_x(C, y)) )</td>
</tr>
<tr>
<td>( \pi_y(\exists R.C, X) )</td>
<td>( \exists y (R(y, x) \land \pi_x(C, y)) )</td>
</tr>
<tr>
<td>( \pi_y(\forall R.{ }, X) )</td>
<td>( R(x, o) )</td>
</tr>
<tr>
<td>( \pi_y(\exists R.{ }, X) )</td>
<td>( \exists y_1, ..., y_n (R(x, y_1) \land \pi_{y_1}(C, y_1)) )</td>
</tr>
<tr>
<td>( \pi_y(\geq n R.C, X) )</td>
<td>( \exists y_1, ..., y_n+1 (R(y_1, x) \land \pi_{y_1}(C, y_1)) )</td>
</tr>
<tr>
<td>( \pi_y(\leq n R.C, X) )</td>
<td>( \forall y_1, ..., y_n (R(y_1, x) \land \pi_{y_1}(C, y_1)) )</td>
</tr>
</tbody>
</table>

### Table 2. SHOIQ Axioms

<table>
<thead>
<tr>
<th>DL syntax</th>
<th>FOL syntax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class Axioms</td>
<td>( \forall x (\pi_y(C, x) \supset \pi_y(D, x)) )</td>
</tr>
<tr>
<td>( C \subseteq D )</td>
<td>( \forall x (\pi_y(C, x) \supset \pi_y(D, x)) )</td>
</tr>
<tr>
<td>( C \equiv D )</td>
<td>( \forall x (\pi_y(C, x) \supset \pi_y(D, x)) \land \forall x (\pi_y(D, x) \supset \pi_y(C, x)) )</td>
</tr>
<tr>
<td>Property Axioms</td>
<td>( \forall x, y (Q(x, y) \supset R(x, y)) )</td>
</tr>
<tr>
<td>( Q \subseteq R )</td>
<td>( \forall x, y (R(x, y) \supset Q(y, x)) \land \forall x, y (Q(y, x) \supset R(x, y)) )</td>
</tr>
<tr>
<td>( R \equiv Q )</td>
<td>( \forall x, y, z (R(x, y) \land R(y, z) \supset R(x, z)) )</td>
</tr>
<tr>
<td>Trans(R)</td>
<td>( \forall x, y, z (R(x, y) \land R(y, z) \supset R(x, z)) )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Individual Axioms</th>
<th>A(a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a \in A )</td>
<td>( a = b )</td>
</tr>
<tr>
<td>( (a, b) \in R )</td>
<td>( a = b )</td>
</tr>
<tr>
<td>( a \neq b )</td>
<td>( \neg(a = b) )</td>
</tr>
</tbody>
</table>

Given a signature \( \Sigma \) and a set of variables \( V \), terms are either variables or constructed terms of the form \( f(t_1, ..., t_n) \) with \( f \in A \) an \( n \)-ary function symbol \( n \geq 0 \) and \( t_1, ..., t_n \) terms. Atomic formulas are expressions of the form \( p(t_1, ..., t_n) \) with \( p \in C \cup R \cup P \) an \( n \)-ary predicate symbol \( n \geq 0 \) and \( t_1, ..., t_n \) terms. Formulas of a first-order language \( \mathcal{L}_P \) are constructed as usual: every atomic formula is a formula in \( \mathcal{L}_P \); compound formulas are constructed using atomic formulas, the logical connectives \( \neg, \land, \lor, \forall \), the quantifiers \( \exists \) and \( \forall \) and the auxiliary symbols \( = \).

An interpretation for a language \( \mathcal{L}_P \) is a tuple \( I = (\Delta, \cdot^I) \), where \( \Delta \) is a nonempty set (called domain) and \( \cdot^I \) is a mapping which assigns: a function \( f^I : \Delta^\geq n \to \Delta \) to every \( n \)-ary function symbol \( f \in A \), and a relation \( p^I \subseteq \Delta^n \) to every \( n \)-ary predicate symbol \( p \in C \cup R \cup P \).

A variable assignment \( B \) is a mapping which assigns an element \( x^B \in \Delta \) to every variable symbol \( x \). A variable assignment \( B' \) is an \( x \)-variant of \( B \) if \( y^B = y^{B'} \) for every variable \( y \in V \) for \( y \neq x \).

Given an interpretation \( I = (\Delta, \cdot^I) \), a variable assignment \( B \), and a term \( t \) of \( \mathcal{L}_P \), \( t^I.B \) is defined as: \( y^I.B = x^B \) for variable symbol \( x \) and \( t^I.B = f^I(t_1^I.B, ..., t_n^I.B) \) for the form \( f(t_1, ..., t_n) \). \( I \) satisfies an atomic formula \( p(t_1, ..., t_n) \), given a variable assignment \( B \), denoted \( I, B \models p(t_1, ..., t_n) \) if \( t_1^I.B = t_2^I.B \). This is extended to arbitrary formulas as usual: \( I, B \models \phi_1 \land \phi_2 \) (resp. \( I, B \models \phi_1 \lor \phi_2 \), \( I, B \models \neg \phi_1 \)) if \( I, B \models \phi_1 \) and \( I, B \models \phi_2 \) (resp. \( I, B \models \phi_1 \) or \( I, B \models \phi_2 \), \( I, B \models \phi_2 \), \( I, B \models \phi_1 \land \phi_2 \)); \( I, B \models \forall x \phi_1 \) (resp. \( I, B \models \exists x \phi_1 \)) if \( \forall \) (resp. for some) \( B' \) which is an \( x \)-variant of \( B \), \( I, B' \models \phi_1 \).

An interpretation \( I \) is a model of \( \phi \), denoted \( I \models \phi \), if \( I, B \models \phi \) for all variable assignments \( B ; \phi \) is satisfiable if it has a model (unsatisfiable otherwise); \( \phi \) is valid if every interpretation \( I \) is a model of \( \phi \). These definitions are straightforwardly extended to the case of first-order theories \( \Phi \subseteq \mathcal{L}_P \).
A theory $\Phi \subseteq L^P$ entails a formula $\phi \in L^P$, denoted $\Phi \models \phi$, iff for all interpretations $I$ in $L^P$ such that $I \models \Phi$, $I \models \phi$.

Frame-based ontology modeling

Frame Logic (F-Logic) is an extension of first-order logic which adds explicit support for object-oriented modeling. It is possible to explicitly specify methods, as well as generalization/specialization and instantiation relationships. The syntax of F-Logic has some seemingly higher-order features, namely, the same identifier can be used for a class, an instance, and a method. However, the semantics of F-Logic is strictly first-order. To simplify matters, we do not consider parametrized methods, functional (single-valued) methods, inheritable methods, and compound molecules.

The signature of an F-Logic language $L^F$ is of the form $\Sigma = (F, P)$ with $F$ a set of function symbols and $P$ a set of predicate symbols, each with an associated arity $n \geq 0$. Let $V$ be a set of variable symbols. Terms and atomic formulas are constructed as in first-order logic: $x \in V$ is a term and $f(t_1, \ldots, t_n)$ is a term, with $f \in F$ an $n$-ary function symbol and $t_1, \ldots, t_n$ terms.

A molecule in F-Logic is one of the following statements: (i) an is-a assertion of the form $C :: D$, (ii) a subclass-of assertion of the form $C :: D$, or (iii) a data molecule of the form $C \rightarrow \rho$. $C, D, \rho$ terms. An F-Logic molecule is ground if it does not contain variables.

Formulas of an F-Logic language $L^F$ are either atomic formulas, molecules, or compound formula which are constructed in the usual way from atomic formulas, molecules, and the logical connectives $\neg, \land, \lor, \rightarrow, \exists$, the quantifiers $\forall, \exists$ and the auxiliary symbols $\phi \models \phi$. We denote universal closure with $\forall$.

F-Logic Horn formulas are of the form $\forall \gamma \exists \beta B_1 \land \cdots \land B_n \supset H$, with $B_1, \ldots, B_n, H$ atomic formulas or molecules. F-Logic Datalog formulas are F-Logic Horn formulas without function symbols and where every variable in $H$ occurs in $B_1, \ldots, B_n$.

Interpretations in F-Logic are called F-structures. An F-structure is a tuple $I = (U, \prec_U, \in_U, I_F, I_P, I_{=} )$. Here, $\prec_U$ is an irreflexive partial order on the domain $U$ and $\in_U$ is a binary relation over $U$. We write $a \prec_U b$ when $a \prec_U b$ or $a = b$, for $a, b \in U$. For each F-structure holds that if $a \in_U b$ and $b \prec_U c$ then $a \in_U c$. Thus, if $b \prec_U c$, then $\{ k \mid k \in_U b, k \in U \} \subseteq \{ k \mid k \in_U c, k \in U \}$.

An $n$-ary function symbol $f \in F$ is interpreted as a function over the domain $U$: $I_F(f) : U^n \rightarrow U$. An $n$-ary predicate symbol $p \in P$ is interpreted as a relation over the domain $U$: $I_P(p) \subseteq U^n$. $I_{=} : U \rightarrow P(U)$ with each element of $U$: $I_{=} : U \rightarrow U \rightarrow P(U)$.

Variable assignments are as in first-order logic.

Given an interpretation $I$, a variable assignment $B$, and a term $t$ of $L^F$, $t^B$ is defined as: $x^B = x$ for variable symbol $x$ and $t^B = I_F(f)(t_1^B, \ldots, t_n^B)$ for $t$ of the form $f(t_1, \ldots, t_n)$.

Satisfaction of $\phi$ in $I$, given the variable assignment $B$, denoted $I, B \models \phi$, is defined as: (a) $I, B \models p(t_1, \ldots, t_n)$ iff $(t_1^B, \ldots, t_n^B) \in I_p(p)$, (b) $I, B \models t_1 = t_2$ iff $t_1^B = t_2^B$, (c) $I, B \models t_1 = t_2$ iff $t_1^B \neq t_2^B$, (d) $I, B \models t_1 \rightarrow t_2 \rightarrow t_3$ iff $I_\rightarrow(t_1^B)(t_2^B)(t_3^B)$ and (e) $I, B \models t_1 = t_2$ iff $t_1^B = t_2^B$. Extension to satisfaction of compound formulas is as in first-order logic.

The notions of a model and of validity are defined analogous to first-order logic. A theory $\Phi \subseteq L^F$-entails a formula $\phi \in L^F$, denoted $\Phi \models \phi$, iff for all F-structures $I$ such that $I \models \Phi$, $I \models \phi$.

Sorted F-Logic

In predicate-based ontology modeling, the sets of symbols used for concepts, roles and individuals are disjoint. This is not the case in F-Logic. This disjointness can be regained by using a sorted F-Logic language.

We consider a sorted F-Logic language with three sorts: individuals, concepts and roles. A sorted F-Logic language has a sorted signature $\Sigma = (A, C, R, P)$, where $A$ is the set of function symbols, $C$ is a set of concept (nullary function) symbols, $R$ is a set of role (nullary function) symbols, and $P$ is a set of $n$-ary predicate symbols, with $n \geq 0$. $A, C, R, \text{ and } P$ are disjoint. The usual restrictions to the use of symbols in formulas applies, namely only molecules of the form $a : c, c :: d, a[r \rightarrow b]$ are allowed, with $a, b$ terms constructed from symbols in $A, V, c, d \in C \cup V$, and $r \in R \cup V$. Quantifiers need to be qualified with $i, c, r$ to indicate over which domain (individual, concept, role) the variable quantifies.

A sorted F-structure has three disjoint domains: $U_i, U_c, U_r$ for the individuals, concepts, and roles, respectively; $\prec_U$ is an irreflexive partial order over $U_r$; $\in_U$ is a relation between $U_i$ and $U_c$: $\in_U: U_i \times U_c$. $I_F$ interprets symbols in $A$ as functions over $U_i$, symbols in $C$ as elements in $U_c$, and symbols of $R$ as elements in $U_r$. $I_P$ interprets symbols in $P$ as $n$-ary relations over $U^n_r$. Finally, $I_\rightarrow$ associates a partial mapping $U_i \rightarrow P(U_i)$ to each element of $U_c$.

3 Translating Predicate-Based Ontologies to F-Logic

Table 1 defines a mapping from the predicate style of ontology modeling to the frame style. In the table, $A, B$ are unary predicate symbols, $C, D$ are formulas, $R$ is a binary
predicate symbol, $P$ is an $n$-ary relation symbol, with $n = 0$ or $n \geq 3$, $x, y, z$ are variable symbols, $a, b$ are constant symbols, and $X, Y$ are terms. The mapping $\delta$ is extended to sets of formulas in the usual way.

**Definition 1** (Translating formulas). Given a predicate-based ontology language $\mathcal{L}^P$ with the signature $\Sigma_{\mathcal{L}^P} = \langle A, C, R, P \rangle$. Let $\mathcal{L}^F$ be the corresponding F-Logic language which has the signature $\Sigma_{\mathcal{L}^F} = \langle F, P \rangle$, with $F = A \cup C \cup R$.  

Given a set of first-order formulas $\Phi \subseteq \mathcal{L}^P$, then $\delta(\Phi) \subseteq \mathcal{L}^F$ is the corresponding set of F-Logic formulas, with $\delta$ as in Table 3.

In the remainder of this section, we will first show that the translation in Definition 1 is faithful (i.e., preserves entailment) when considering a sorted F-Logic language. We will then show that for a certain class of formulas, the class of cardinal formulas, the translation is also faithful when considering an unsorted language. Besides the classes of cardinal formulas identified in 7, we identify the class of $\mathcal{E}$-safe formulas, show that reasoning in $\mathcal{SHIQ}$ can be reduced to validity of $\mathcal{E}$-safe formulas, and show that $\mathcal{E}$-safe formulas are cardinal.

### 3.1 Translating to Sorted F-Logic

We first investigate a translation to sorted F-Logic. We augment the translation in Table 3 to ensure that variables are only quantified over the domain of individuals $U_i$, by replacing each universal quantifier $\forall$ in Table 3 with $\forall_i$ and each existential quantifier $\exists$ with $\exists_i$.  

We now show equi-satisfiability of formulas in $\mathcal{L}^P$, and their F-Logic counterparts: 

**Lemma 1.** Let $\phi$ be formula in $\mathcal{L}^P$ and let $\mathcal{L}^F$ be the corresponding sorted F-Logic language, then $\phi$ is satisfied in some interpretation of $\mathcal{L}^F$ if and only if $\delta(\phi)$ is satisfied in some sorted F-structure of $\mathcal{L}^F$.

**Sketch.** From any interpretation $I$ of $\mathcal{L}^P$ such that $I \models \phi$ one can easily construct a corresponding sorted F-structure $I$ such that $I \models_\delta \delta(\phi)$, and vice versa.

**Theorem 1.** Let $\Phi \subseteq \mathcal{L}^P$ be a set of formulas in the language $\mathcal{L}^P$, $\delta(\Phi) \subseteq \mathcal{L}^F$ be the corresponding F-Logic formulas in a sorted $\mathcal{L}^F$, and let $\phi \in \mathcal{L}^P$ be an arbitrary formula, then: 

$$\Phi \models \phi \iff \delta(\Phi) \models_\delta \delta(\phi)$$

**Proof.** Follows immediately from Lemma 1 and the fact that checking entailment $\Phi \models \phi$ can be reduced to checking unsatisfiability of $(\bigwedge \Phi) \land \neg \phi$.

### 3.2 Translating Cardinal Formulas

We now consider the translation function $\delta$ of Table 3 in its original form and we consider unsorted F-structures of the form $I = (U, \subseteq_U, =_U, 1_F, P, \bot)$. It turns out that we lose the correspondence of models in the general case with this augmented definition. Consider, for example, the following formula: 

$$\phi = (\forall x, y. x = y) \supset (q(a) \leftrightarrow r(a))$$

The formula $\phi$ is trivially satisfied in any interpretation with more than one element in the domain, since the antecedent will be trivially false in such an interpretation. If we consider an interpretation with only one element, then the antecedent is true, but the consequent is not necessarily true, because $q$ and $r$ may be interpreted differently. Thus, $\phi$ is not valid in FOL. Now consider the corresponding F-Logic formula:

$$\delta(\phi) = (\forall x, y. x = y) \supset (a : q \leftrightarrow r)$$

As we have seen, the original formula $\phi$ is not valid in $\mathcal{L}^P$. However, $\delta(\phi)$ is valid in $\mathcal{L}^F$, since $q$ and $r$ must be interpreted as the same class in every F-structure which has exactly one element.

From the example we can see that the translation $\delta$ does not work for arbitrary predicate-based ontology languages. There is, however, a class of formulas for which the correspondence does hold with the augmented definition. This is the class of cardinal formulas as defined in 7.

**Definition 2.** Let $\Phi \subseteq \mathcal{L}^P$ be a set of formulas in $\mathcal{L}^P$, let $\gamma$ denote the number of symbols in $\mathcal{L}^P$, then $\Phi$ is cardinal with respect to $\mathcal{L}^P$ if the following holds: 

If $\Phi$ is true in every interpretation $I$ such that the cardinality of the domain of $I$ is at least $\gamma$, then $\Phi$ is true in every interpretation of $\mathcal{L}^P$. 

---

**Table 3.** Translating predicate-based to frame-based modeling
An interpretation $\mathcal{I} = \langle \Delta, \mathcal{I} \rangle$ is cardinal if $|\Delta| \geq \gamma$.

With a little abuse of notation we will also write $|\mathcal{I}|$ for $|\Delta|$ in the remainder.

Note that this condition does not hold for the formula $\phi$ mentioned above, because $\phi$ is true in every interpretation with a domain of at least 3 elements, but it is not true in every interpretation of $\mathcal{L}^p$. The following definition of cardinality is equivalent to Definition 2.

**Corollary 1.** Let $\phi$ be a formula in $\mathcal{L}^p$, then $\phi$ is cardinal with respect to $\mathcal{L}^p$ if and only if:

- If $\phi$ is true in an interpretation of $\mathcal{L}^p$, then $\phi$ is true in an interpretation that is cardinal for $\mathcal{L}^p$.

**Proof.** Assume $\phi$ is true in some interpretation $\mathcal{I}$ of $\mathcal{L}^p$, i.e., $\mathcal{I} \models \phi$. The latter is equivalent to $\mathcal{I} \models \phi$, thus, by contraposition of Definition 2, there is an interpretation $\mathcal{I}'$ which is cardinal for $\mathcal{L}^p$ such that $\mathcal{I}' \not\models \phi$. The latter is equivalent to $\mathcal{I}' \not\models \phi$. \qed

We can now strengthen Lemma 1 and Theorem 1 to the case of unordered F-Logic:

**Lemma 2.** Let $\phi$ be a formula in $\mathcal{L}^p$. Then

1. If $\delta(\phi)$ is satisfied in some F-structure of $\mathcal{L}^p$, then there is an interpretation of $\mathcal{L}^p$ which satisfies $\phi$, and

2. If $\phi$ is cardinal and is satisfied in some interpretation of $\mathcal{L}^p$, then there is an F-structure of $\mathcal{L}^p$ which satisfies $\delta(\phi)$.

**Proof.** Given a cardinal interpretation $\mathcal{I} = \langle \Delta, \mathcal{I} \rangle$ of $\mathcal{L}^p$, then $\mathcal{I} = \langle \mathcal{I} \rangle$ is the corresponding F-Logic structure, which is obtained as follows:

(i) $U = \Delta$, (ii) $\forall f \in A: \mathcal{I}_f = f^2$, (iii) $\forall c \in C: \mathcal{I}_c = k_c$ for some $k_c \in U$, (iv) $\forall r \in R: \mathcal{I}_r = k_r$ for some $k_r \in U$. (v) $\forall c \in C$ and every individual $k \in \Delta$, if $k \in c$ then $k \in \mathcal{I}_c$, (vi) $\forall c_1, c_2 \in C: k_1$ if $c_1 \subset c_2$ then $\mathcal{I}_c = \mathcal{I}_{c_1} \cup \mathcal{I}_{c_2}$, (vii) $\forall r \in R$ and $\forall k_1, k_2 \in \Delta$, if $\langle k_1, k_2 \rangle \in r$ then $k_2 \in \mathcal{I}_{r}(\mathcal{I}_{r}(k_1))$, and (viii) $\forall p \in \mathcal{P}: \mathcal{I}_p(p) = p^2$. All $k_c$ and $k_r$ must be mutually disjoint. Since $\mathcal{I}$ is cardinal, obviously there is such an $\mathcal{I}$.

Given an F-structure $\mathcal{I} = \langle U, \mathcal{I}_f, \mathcal{I}_c, \mathcal{I}_r, \mathcal{I}_c \rangle$ for the language $\mathcal{L}^p$, the corresponding FOL interpretation $\mathcal{I} = \langle \mathcal{I} \rangle$ for $\mathcal{L}^p$ is defined as follows:

(i) $\Delta = U$, (ii) $\forall f \in A: f^2 = \mathcal{I}_f$, (iii) $\forall c \in C: c^2 = \{ k \mid k \in U \}$, (iv) $\forall r \in R: r^2 = \{ \langle k_1, k_2 \rangle \mid k_1, k_2 \in U \}$, (v) $\forall p \in \mathcal{P}: p^2 = \mathcal{I}_p$. Obviously, there is such an $\mathcal{I}$.

We now proceed to prove the lemma:

1. If $\mathcal{I} \models \delta(\phi)$ for some F-structure $\mathcal{I}$, then it is easy to verify that $\mathcal{I} \models \phi$.

2. Assume $\mathcal{I} \models \phi$ for some interpretation $\mathcal{I}$ and cardinal formula $\phi$. By Corollary 1 we have that there is a cardinal model $\mathcal{I}'$ of $\phi$.

Assume $\mathcal{I}', B \models \phi$ for some variable assignment $B$. Since $\mathcal{I}'$ is cardinal, $\mathcal{I} = \langle \mathcal{I}' \rangle$ is defined. To prove the lemma, it is sufficient to show that $\mathcal{I}, B \models \delta(\phi)$ (we may use the same variable assignment, because $U = \Delta$). We proceed by induction over the length of the formula $\phi$.

Consider $\phi = C(X)$. $\mathcal{I}', B \models \phi$ iff $t_{\mathcal{I}'}^B \cup t_{\mathcal{I}'}^C \in \mathcal{I}'$ iff $t_{\mathcal{I}'}^B \cup t_{\mathcal{I}'}^C \in \mathcal{I}'$. The ‘only if’ direction follows from (v) in the translation above. The ‘if’ direction follows from the fact that $\mathcal{I}_C(k) \neq k$ for any $k = \mathcal{I}_C(D)$, with $D \neq C$ a concept identifier. Similar for formulas of the form $R(X,Y)$.

Consider $\phi = \forall x(\psi)$. $\mathcal{I}', B \models \phi$ iff for every $x$-variant $B'$ of $B$, $\mathcal{I}', B' \models \psi$ if $B, B' \models \delta(\psi)$. The last ‘iff’ follows trivially by induction and from the observation that the domains of $\mathcal{I}$ and $\mathcal{I}'$ are the same. Similar for $\phi = \exists x(\psi)$. This can be trivially extended to formulas of the forms $\neg \psi, \psi_1 \land \psi_2$, and $\psi_1 \lor \psi_2$.

**Theorem 2.** Let $\Phi \subseteq \mathcal{L}^p$ be a set of formulas and $\phi \in \mathcal{L}^p$ be a formula, then:

if $\Phi \models \phi$ then $\delta(\Phi) \models \delta(\phi)$

If $\neg(\bigwedge \Phi) \lor \phi$ is cardinal, we have additionally:

$\Phi \models \phi$ if $\delta(\Phi) \models \delta(\phi)$

**Proof.** Follows from Lemma 1 and the observation that checking entailment can be reduced to checking validity of $\neg(\bigwedge \Phi) \lor \phi$.

Results on cardinal formulas for HiLog can be transferred to F-Logic. From 17 we know that equality-free sentences, as well as negation of Horn clauses with no equality in the antecedent are cardinal. This is, however, not sufficient for many ontology languages which allow the assertion of equality between individuals and maximal number restrictions, such as the Description Logic S\(H\)\(I\)\(Q\).

We define the class of $\mathcal{E}$-safe formulas ($\mathcal{E}$ stands for “equality”) which allow only safe uses of equality. With “safe” we mean that the use of the equality does not restrict the size of the domains of the models. The structure of $\mathcal{E}$-safe formulas is similar to the structure of guarded formulas 11. For $\mathcal{E}$-safe formulas, the guard ensures that equality statements range only over part of the domain.

We first define the class of limited $\mathcal{E}$-safe formulas, denoted $l\mathcal{E}\mathcal{S}\mathcal{F}$:
The following formulas are equivalent, i.e., share the same models.

Proposition 1. Any (negation of a) SHIQ axiom \( \phi \) can be rewritten to an \( \mathcal{E} \)-safe formula \( \phi' \) such that \( \phi \) and \( \phi' \) are equivalent, i.e., share the same models.

Proof. Assume \( \phi \) is the first-order version a SHIQ axiom (translation of SHIQ axioms to FOL formulas can be done according to Table 2). In case \( \phi \) is a property or individual axiom, it is trivially \( \mathcal{E} \)-safe and \( \phi' = \phi \).

Say, \( \phi \) is a class axiom of the form \( \phi \equiv \forall x (\phi_1 \supset \phi_0) \). Given the form of \( \phi \) and the translation in Table 2 one can transform \( \phi_1 \supset \phi_0 \) to a conjunction \( \psi \) of \( \mathcal{E} \)-safe formulas, e.g., removing disjunction from the antecedent induces a splitting of the original formula in a conjunction of formulas, such that \( \phi' \equiv \forall x \psi \) is an \( \mathcal{E} \)-safe formula that is equivalent to \( \phi \).

As the negation of an \( \mathcal{E} \)-safe formula is again an \( \mathcal{E} \)-safe formula we have that the negation of a \( \text{SHIQ} \) axiom is \( \mathcal{E} \)-safe as well.

Note that \( \text{SHOIQ} \) formulas are not \( \mathcal{E} \)-safe in general, because of the possibility of using nominals. Consider, for example, the \( \text{SHOIQ} \) knowledge base \( \{ \top \subseteq \{ a \} \} \). This is equivalent to the first-order sentence \( \forall x (x = a) \). Every model of this knowledge base has exactly one element in its domain. This generalizes to any Description Logic with unrestricted use of nominals.

\( \mathcal{E} \)-safe formulas are a highly expressive class of formulas. In fact, it is easy to see, using a modification of Proposition 1 that \( \text{SHIQ} \) knowledge bases extended with Horn formulas can be equivalently translated to sets of \( \mathcal{E} \)-safe formulas. As entailment in the former is undecidable in general [19], entailment of \( \mathcal{E} \)-safe formulas is undecidable in general, as well.

We now formulate our main result with respect to cardinal formulas:

Lemma 3. The following classes of formulas first-order formulas are cardinal:

1. Sets of equality-free sentences,
2. formulas of the form \( \neg S \), where \( S \) is a conjunction of Horn clauses without equality in the head,
3. the class of \( \mathcal{E} \)-safe sentences.

Proof. Cardinality of the first and second class is shown in [17]. We proceed with the proof of cardinality of \( \mathcal{E} \)-safe formulas.

There are five types of \( \mathcal{E} \)-safe sentences: (1) \( \mathcal{E} \mathcal{S} \mathcal{F} \) sentences, (2) universal and (3) existential \( \mathcal{E} \)-safe sentences and (4) conjunctions and (5) disjunctions of \( \mathcal{E} \)-safe sentences. Any \( \mathcal{E} \mathcal{S} \mathcal{F} \) sentence \( \phi \) can be equivalently written as a universal sentence \( \forall x (\phi) \). We now proceed to prove cardinality of sentences of the forms (2,3,4,5).

We need the following auxiliary notion. Given an interpretation \( I = (\Delta, \mathcal{T}) \), \( k \in \Delta \) is unused in \( I \) if: (a) \( k \) does not occur in the domain or the range of a function \( f^\mathcal{T} : \Delta^n \rightarrow \Delta \) for \( f \in \mathcal{A} \), and (b) \( k \) does not occur in a relation \( p_f^\mathcal{T} : \Delta^n \rightarrow p \in \mathcal{C} \cup \mathcal{R} \cup \mathcal{P} \).

(2) We proceed by induction. Assume \( I \models^\gamma (\forall x (\phi)) \) for every cardinal interpretation \( I \models^\gamma \). We will show that if \( I^{i+1} \models (\forall x (\phi)) \) for every interpretation \( I^{i+1} \) of cardinality \( i + 1 \), then \( I^i \models (\phi) \) for every interpretation \( I^i \) of cardinality \( i \), with \( i \geq 1 \). By induction, this guarantees that every interpretation is a model of \( \forall x (\phi) \), and thus the formula is cardinal. Let \( I^i \) be an interpretation of cardinality \( i \), and let
$T^{i+1}$ be the interpretation obtained from $T^i$ by adding one unused individual to the domain. By the induction hypothesis, $T^{i+1} \models \forall x (\phi)$. Thus, for every variable assignment $B$ of $T^{i+1}$, $T^{i+1} \models B = \phi$. Since the domain of $T'$ is a subset of the domain of $T^{i+1}$, every variable assignment of $T'$ is a variable assignment of $T^{i+1}$. Thus, for every variable assignment $B'$ of $T'$, $T^{i+1}, B' = \phi$. We now show by induction over the length of the formula $\phi$ that if $T^{i+1}, B' = \phi$, then $T', B' = \phi$.

If $T^{i+1}, B' \models (t_1 = t_2)$, then $t_1^{T^{i+1}, B'} = t_2^{T^{i+1}, B'}$; clearly, $t_1^{T', B'} = t_2^{T', B'}$ and $t_2^{T', B'} = t_2^{T^{i+1}, B'}$. Thus $T^i, B' : t_1^{T', B'} \neq t_2^{T', B'}$ and $T^i, B' \models (t_1 = t_2)$.

If $T^{i+1}, B' \models \neg (t_1 = t_2)$, then $t_1^{T^{i+1}, B'} \neq t_2^{T^{i+1}, B'}$, and by the same argument as above, $T', B' \models \neg (t_1 = t_2)$.

Similar for $T^{i+1}, B' \models p(t_1, ..., t_n)$, then $t_1^{T^{i+1}, B'} = t_n^{T^{i+1}, B'}$ and thus $T', B' = \phi$.

If $T^{i+1}, B' \models \psi_1 \land \psi_2$, then $T', B' \models \psi_1$ and $T', B' \models \psi_2$, then, clearly, $T', B' \models \psi_1 \land \psi_2$.

If $T^{i+1}, B' \models \exists \vec{x} (\psi)$, then there is an $\vec{x}$-variant $B''$ of $B'$ such that $T^{i+1}, B'' = \chi \land \phi$. Assume $B''$ assigns a free variable in $\chi$ to an unused individual in $T^{i+1}$, then clearly, $T^{i+1}, B'' \models \chi$. Therefore, we may assume that $B''$ is an $\vec{x}$-variant of $B'$ which does not assign any variable to an unused individual, and $T^{i+1}, B'' = \chi \land \phi$. By induction we have that $T', B'' = \chi$ and $T', B'' = \phi$, and thus $T', B' = \exists \vec{x} (\phi)$.

If $T^{i+1}, B' \models \forall \vec{x} (\psi)$, then $T^{i+1}, B'' = \chi \land \psi$ for every $\vec{x}$-variant $B''$ of $B'$ of $T$ (by the same argument as the outer induction). Clearly, if $T^{i+1}, B'' \models \chi$, then $T', B'' \models \chi$, since $\chi$ is a conjunction of atomic formulas. By induction we have that if $T^{i+1}, B'' \models \phi$, then $T', B'' \models \phi$, and thus $T^{i+1}, B' \models \forall \vec{x} (\phi)$.

(3) If $I \models \exists x (\phi)$, then there is a variable assignment $B$ such that $I, B \models \phi$. Let $T'$ be a cardinal interpretation obtained from $I$ by adding a sufficient number of unused individuals to the domain. It is easy to verify using induction over the length of the formula, similar to the induction in (2), that if $I, B \models \phi$, then $T', B \models \phi$ for any $\vec{x}$ in $S\vec{F}$ formula (note that $B$ is a variable assignment of $T'$, because the domain of $T'$ is a superset of that of $I$). Thus, by Corollary 1, $\exists x (\phi)$ is cardinal.

(4) Assume $\psi_1, \psi_2$ are cardinal. Now, if every cardinal interpretation $I$ of $\psi_1 \land \psi_2$, then every cardinal interpretation is a model of $\psi_1$ and $\psi_2$ and, by cardinality of $\psi_1, \psi_2$, every interpretation is a model of $\psi_1$ and $\psi_2$. Therefore, every interpretation is a model of $\psi_1 \land \psi_2$ and thus $\psi_1 \land \psi_2$ is cardinal.

(5) Assume $\psi_1, \psi_2$ are cardinal. If $I \models \psi_1 \lor \psi_2$ then $I \models \psi_1$ or $I \models \psi_2$. Say $I \models \psi_1$, then, by cardinality of $\psi_1$ and Corollary 1, there is a cardinal interpretation $I'$ such that $I' \models \psi_1$; similar for $\psi_2$. Thus, there is a cardinal interpretation $I'$ such that $I' \models \psi_1 \lor \psi_2$ and thus $\psi_1 \lor \psi_2$ is cardinal.

The following corollary follows immediately from Theorem 2, Proposition 1 and Lemma 3.

**Corollary 2.** Let $\Phi$ be a set of $SHIQ$ axioms and $\phi$ a $SHIQ$ axiom, then

$\Phi \models \phi \iff \delta(\Phi) \models \delta(\phi)$

We conclude this section with the observation that the results of Lemma 3 immediately apply to HiLog, since our definition of cardinality coincides with the definition of cardinality in [7]. The following Corollary follows from Lemma 3 and the results in [7].

**Corollary 3.** Let $\phi$ be an $E$-safe sentence, then $\phi$ is valid in HiLog if and only if $\phi$ is valid in FOL.

## 4 F-Logic DLP

Description Logic Programs (DLP) [14] can be seen as the expressive intersection of Description logics and logic programming. The Description Logic D$\mathcal{H}$L is the Horn logic subset of an expressive Description Logic. We follow here the definition of D$\mathcal{H}$L given in [11], since it includes a slightly larger definition of $SHOIN\mathcal{L}$ (the language underlying OWL DL) than the original definition in [14]. A Description Logic Program (DLP) $\Pi_O$ is obtained from a $D\mathcal{H}$L ontology $O$ by rewriting the axioms in the ontology to Horn formulas and interpreting the formulas using the standard minimal Herbrand semantics (see e.g. [20]). By the standard results in Logic Programming, we know that $O$ and $\Pi_O$ agree on ground entailment.

$D\mathcal{H}$L descriptions are of the following form, where $A$ is an atomic concept, $C, D$ are general descriptions, and $C_L, D_L$ (resp. $C_R, D_R$) are descriptions which are allowed on the left-hand (resp. right-hand) side of the inclusion symbol $\sqsubseteq$, $R, S$ are atomic roles, $o$ is an individual symbol:

$\begin{align*}
C, D &\longrightarrow A | C \sqcap D | \exists R. \{o\} \\
C_L, D_L &\longrightarrow C | C_L \sqcap D_L | \forall R. C_L \sqsupset 1 R_L | \{o_1, \ldots, o_n\} \\
C_R, D_R &\longrightarrow C | \forall R.C_R
\end{align*}$

A $D\mathcal{H}$L ontology consists of axioms:

$\begin{align*}
C_L \sqsubseteq D_L | C \equiv D & | R \sqsubseteq S \sqcap S \sqsubseteq R & R \equiv S \sqcap R \equiv S^{-1} | \\
\text{Trans}(R) & | T \sqsubseteq \forall R^{-1}.C_R | T \sqsubseteq \forall R.C_R | a \in A | \\
\langle a, b \rangle \in R &
\end{align*}$

There are several proposals for layering F-Logic programming on top of $D\mathcal{H}$L (e.g. [17] [10] [2] [5]). We show that this layering is justified:
5 WSML Layering

Figure 1(a) shows the different variants of the Web Service Modeling Language (WSML) and the relationships between them. These variants differ in logical expressiveness and in the underlying language paradigms.

WSML-Core is based on the intersection of the Description Logic $SHIQ$ and Horn Logic, based on Description Logic Programs \[14\].

WSML-DL captures the Description Logic $SHIQ(D)$. 

WSML-Flight is based on the Datalog subset of F-Logic programming variant, extended with inequality and (locally) stratified negation under the perfect model semantics \[22\].

WSML-Rule is based on F-Logic programming, extended with inequality and negation under the Well-Founded semantics \[13\].

WSML-Full unifies WSML-DL and WSML-Rule under a First-Order umbrella with nonmonotonic extensions. The semantics of WSML-Full is ongoing research.

As shown in Figure 1(b) WSML has two alternative layerings, namely, WSML-Core \(\Rightarrow\) WSML-DL \(\Rightarrow\) WSML-Full and WSML-Core \(\Rightarrow\) WSML-Flight \(\Rightarrow\) WSML-Rule \(\Rightarrow\) WSML-Full. For both layerings, WSML-Core and WSML-Full mark the least and most expressive layers. The two layerings are to a certain extent disjoint in the sense that inter-operation in WSML between the Description Logic variant (WSML-DL) on the one hand and the Logic Programming variants (WSML-Flight and WSML-Rule) on the other, is only possible through a common core (WSML-Core) or through a very expressive superset (WSML-Full).

The original WSML specification \[9\] did not show any semantic properties of this layering. We will first demonstrate the layering WSML-Core \(\Rightarrow\) WSML-DL \(\Rightarrow\) WSML-Full with respect to entailment, and the layering WSML-Core \(\Rightarrow\) WSML-Flight \(\Rightarrow\) WSML-Rule with respect to ground entailment. We cannot demonstrate the layering WSML-Rule \(\Rightarrow\) WSML-Full, because WSML-Full has not been fully specified yet.

For reasons of convenience, clarity and space, we do not consider the WSML syntax in this section, but rather the FOL and F-Logic equivalents, as defined in \[9, Chapter 8\].

**WSML-Core \(\Rightarrow\) WSML-DL** A WSML-Core ontology $O_{core}$ consists of the first-order equivalent of a set of $DL$ axioms without nominals. $O_{core}$ Core entails a WSML-Core formula $\phi$, denoted $O_{core} \models_{core} \phi$, iff for every first-order model $I$ of $O_{core}$, $I \models \phi$.

A WSML-DL ontology $O_{dl}$ consists of the first-order equivalent of a set of $SHIQ$ axioms. $O_{dl}$ DL-entails a formula $\phi$, denoted $O_{dl} \models_{dl} \phi$, iff for every first-order model $I$ of $O_{dl}$, $I \models \phi$.

**Theorem 3.** Given a WSML-Core ontology $O_{core}$, and a WSML-Core formula $\phi$,

\[O_{core} \models_{core} \phi \iff O_{core} \models_{dl} \phi\]

**Proof.** Follows from the observation that every WSML-Core ontology is a WSML-DL ontology.

**WSML-DL \(\Rightarrow\) WSML-Full** We consider, for now, the first-order logic subset of WSML-Full, which we will denote with WSML-FOL.

A WSML-FOL ontology $O_{fol}$ consists of a set of closed first-order F-Logic formulas, as defined in Section 2. We say that a WSML-FOL ontology $O_{fol}$ FOL-entails a formula $\phi$, denoted $O_{fol} \models_{fol} \phi$, iff for every F-structure $I$ which is a model of $O_{fol}$, $I \models \phi$.

**Theorem 4.** Given a WSML-DL ontology $O_{dl}$, and a WSML-DL formula $\phi$,

\[O_{dl} \models_{dl} \phi \iff \{ \delta(\psi) \mid \psi \in O_{dl} \} \models_{fol} \delta(\phi)\]

**Proof.** Follows immediately from Corollary 2.
WSML-Core ⇒ WSML-Flight A WSML-Flight ontology $O_{\text{flight}}$ consists of a set $O^R_{\text{flight}}$ of F-Logic Datalog rules, extended with locally stratified negation under the perfect model semantics \(^{22}\) (c.f. \(^{18}\)), and a set of integrity constraints $O^C_{\text{flight}}$, which are rules without a head.

$O_{\text{flight}}$ is consistent if the perfect model $M$ does not violate any of the integrity constraints in $O^C_{\text{flight}}$. An integrity constraint $c \in O^C_{\text{flight}}$ is violated in $M$ if the body of $c$ is true in $M$ for some variable substitution $\theta$.

A consistent WSML-Flight ontology $O_{\text{flight}}$ Flight-entails a ground atomic formula $\alpha$, denoted $O_{\text{flight}} \models_{\text{flight}} \alpha$, iff for every perfect model $M$ of $O_{\text{flight}}$, $M \models \alpha$.

**Theorem 5.** Given a WSML-Core ontology $O_{\text{core}}$, and an atomic WSML-Core formula $\alpha$,

$$O_{\text{core}} \models \alpha \iff \{ \delta(\psi) \mid \psi \in O_{\text{core}} \} \models_{\text{flight}} \delta(\alpha)$$

**Proof.** Follows immediately from Proposition\(^{2}\) and the observation that $O^C_{\text{flight}} = \emptyset$. \qed

WSML-Flight ⇒ WSML-Rule A WSML-Rule ontology $O_{\text{rule}}$ consists of a set $O^R_{\text{rule}}$ of F-Logic Horn rules, extended with (un-stratified) negation under the well-founded semantics \(^{13}\) (c.f. \(^{23}\)), and a set of integrity constraints $O^C_{\text{rule}}$, which are rules without a head.

$O_{\text{rule}}$ is consistent if the well-founded model $M$ of $O^R_{\text{rule}}$ does not violate any of the integrity constraints in $O^C_{\text{rule}}$. An integrity constraint $c \in O^C_{\text{rule}}$ is violated in $M$ if the body of $c$ is true in $M$ for some variable substitution $\theta$.

We say that a consistent WSML-Rule ontology $O_{\text{rule}}$ Rule-entails a ground atomic formula $\alpha$, denoted $O_{\text{rule}} \models_{\text{rule}} \alpha$, iff $M \models \alpha$.

**Theorem 6.** Given a WSML-Flight ontology $O_{\text{flight}}$, and an atomic WSML-Flight formula $\alpha$,

$$O_{\text{flight}} \models_{\text{flight}} \alpha \iff O_{\text{flight}} \models_{\text{rule}} \alpha$$

**Proof.** Follows from the fact that $O_{\text{flight}}$ is a locally stratified logic program and that for locally stratified logic programs the single (total) well-founded model is also the perfect model of the program \(^{13}\). It is easy to see that $O_{\text{flight}}$ is a consistent WSML-Flight ontology iff $O_{\text{flight}}$ is a consistent WSML-Rule ontology. \qed

Layering in WRL The Web Rule Language WRL \(^{2}\) is a proposal for a rule language for the Web, based on WSML. To be more precise, WRL-Core, WRL-Flight, and WRL-Full correspond to WSML-Core, WSML-Flight, and WSML-Rule, respectively. Thus, the layering results obtained in this paper apply immediately to WRL.

6 Related Work

Balaban \(^{4}\) proposes to use Frame Logic as an underlying framework for description logics and use the flexibility of F-Logic to extend description logics. DFL \(^{5}\) uses F-Logic to reason about ontologies and rules. The major differences between the approach of Balaban and our approach are: we do not need function symbols if the original language does not use function symbols. We allow arbitrary predicate-based ontology languages, whereas Balaban’ translation restricted to Description Logics. Balaban uses a sorted F-Logic, whereas we do not need sorts for a large class of formulas.

F-OWL \(^{25}\) uses FLORA \(^{24}\), an F-Logic programming implementation, to reason over OWL. The authors capture the semantics of OWL using entailment rules over RDF triples. It is not clear exactly which part of the semantics of OWL is captured in F-OWL.

Two proposals for extending OWL DL with metamodeling support are presented in \(^{21}\). The proposals are based on contextual predicate calculus and HiLog \(^{7}\). It was not discussed in \(^{21}\) whether HiLog-SH IQ is a proper extension of SHIQ in the sense that a SHIQ knowledge base $\Phi$ entails an axiom $\phi$ if and only if $\Phi$ HiLog-entails $\phi$. We conjecture that by Corollary \(^{8}\) and the fact that the semantics of HiLog-SH IQ is very close to HiLog. HiLog-SH I Q is a proper extension of SHIQ, but HiLog-SHO IQ is not a proper extension of SHIQ; it might be the case that $\Phi$ HiLog-entails $\phi$ but not $\Phi$ entails $\phi$. This intuition was confirmed by the author of \(^{21}\).

7 Conclusions

In predicate-based ontology representation languages (e.g. Description Logics), classes are modeled as unary predicates and properties as binary predicates, which are interpreted as sets and as binary relations, respectively. In F-Logic, classes and properties are both first interpreted as objects and then related to sets and relations, respectively.

In this paper we have introduced a translation from predicate-based ontologies to ontologies in F-Logic. We have shown that this translation preserves entailment for large classes of predicate-based ontology languages, including the class of cardinal formulas. Intuitively, cardinal formulas do not restrict the size of the domains of the models. We have defined the class of $E$-safe formulas and shown that $E$-safe formulas are cardinal. Finally, we have shown that the class of $E$-safe formulas is a very expressive class of formulas which includes the description logic SHIQ.

We have used the translation to close the open problems of F-Logic extension of Description Logic Programs \(^{14}\) and WSML language layering \(^{10}\).
The results obtained in this paper can be used for F-Logic based reasoning with, and extension of, classes of predicate-based ontology languages. Another application of the results is the use of F-Logic as a vehicle for the extension of RDF, similar to the first-order extensions of RDF described in [8]. This encoding of RDF(S) in F-Logic is future work.
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