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EXECUTIVE SUMMARY

This deliverable provides an overview of the first version of the DIP architecture prototype including detailed installation guidelines and documentation. The prototype itself consists of the WSMX core architecture as well as several additional components.

WSMX [8] is an execution environment which enables discovery, selection, mediation, invocation and interoperation of the Semantic Web Services (SWS). The mission and ultimate goal of the WSMX working group is to define a SWS architecture and build a fully fledged enterprise application based on the conceptual model of WSMO [7]. WSMX is based on the conceptual model provided by WSMO, being at the same time a reference implementation of it. It is the scope of WSMX to provide a test bed for WSMO and to prove its viability as a mean to achieve dynamic interoperability of Semantic Web Services. In this document we report on the open source implementation of the system, which is used as a reference implementation of the DIP architecture.

Since July 2004, the code base of WSMX is hosted at SourceForge – the world’s largest repository of open source projects. The WSMX open source implementation can be accessed at http://sourceforge.net/projects/wsmx/, where both current and previous releases, as well as all the code are available.

An instance of the prototype can also be accessed online at http://wsmx.deri.org:7000/ and the visualisation GUI of this instance can be found at http://62.116.8.109:8080/visualisation/.

This deliverable contributes to the Open Source Semantic Web Service Architecture and is relevant to all components developed in DIP. The target audiences of this deliverable are developers and IT experts who are interested to test and evaluate the prototype.

Disclaimer: The DIP Consortium is proprietary. There is no warranty for the accuracy or completeness of the information, text, graphics, links or other items contained within this material. This document represents the common view of the consortium and does not necessarily reflect the view of the individual partners.
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1 INTRODUCTION

This deliverable provides the documentation for the first version of the DIP architecture prototype, representing an implementation of the architecture first specified in [1], respectively in the revised architecture deliverable [4]. The prototype itself consists of the WSMX core architecture as well as several additional components. As a prototype deliverable, this document is structured as follows: Section 2 consists of the Architecture Prototype Fact Sheet, which contains all the relevant information concerning the prototype, i.e. installation guidelines. Section 3 contains a description of the GUIs, as well as the links to additional documentation on used APIs. Finally, the conclusion summarises the status of the prototype architecture and briefly explains how the prototype can be demonstrated.

2 ARCHITECTURE PROTOTYPE FACT SHEET

The contact person for the architecture prototype is Michal Zaremba (michal.zaremba@deri.org)

2.1 Description of purpose, scope and functionality

WSMX is an execution environment which enables discovery, selection, mediation, invocation and interoperation of the Semantic Web Services (SWS). The mission and ultimate goal of the WSMX working group¹ is to define a SWS architecture and build a fully fledged enterprise application based on the conceptual model of WSMO. WSMX is based on the conceptual model provided by WSMO, being at the same time a reference implementation of it. It is the scope of WSMX to provide a test bed for WSMO and to prove its viability as a mean to achieve dynamic interoperability of Semantic Web Services. In this document we report on the open source implementation of the system.

WSMX functionalities can be classified in two main categories: first, the functionality that should be part of any environment for Semantic Web Services and second, the additional functionality coming from the enterprise system features of the framework. In the first case, the overall WSMX functionality can be seen as an aggregation of the components' functionalities, which are part of the WSMX architecture. In the second case, WSMX offers features such as a plugging mechanism that allows the integration of various distributed components, an internal workflow engine capable of executing formal descriptions of the components behaviour or a resource manager that enables the persistency of WSMO and non-WSMO data produced during run-time. The main components that have already been designed and have been implemented or are under implementation in WSMX are: Core Component, Resource Manager, Discovery, Selection, Data and Process Mediator, Communication Manager, Choreography Engine, Web service Modelling Toolkit and Reasoner.

The WSMX architecture consists of a set of loosely coupled components. Having various loosely coupled components as part of a software system is one of the fundamental principles of a Service Oriented Architecture (SOA). (principles of Service Oriented Architectures are detailed for example in [9]) Self-contained components with

¹ The working group’s relation to DIP is explained in [11].
well defined functionalities can be easily plugged-in and removed at any time, allowing them to use each others functionalities. Even if WSMX provides a default implementation for all the components in the architecture, following these principles allows third-party components offering the same functionality (or an enhanced functionality) to be easily plugged-in.

The WSMX architecture aims to provide descriptions of the external interface and behaviour for all the components and for the system as a whole. By this, the system’s overall functionality is separated from the implementation of particular components.

Since July 2004, the code base of WSMX is hosted at SourceForge – the world’s largest repository of open source projects. The WSMX open source implementation can be accessed at http://sourceforge.net/projects/wsmx/, where both current and previous releases, as well as all the code are available.

In addition to the mailing list of the WSMX working group, three mailing lists have been established to facilitate communication for WSMX developers and users.²

2.2 Available Release and Components

The current release of WSMX (version 0.2) is available in the form of different packages. A description of the packages and the included components and libraries is shown in Table 1:

<table>
<thead>
<tr>
<th>Package name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>wsmx_lite-0.2-src.zip</td>
<td>sources without third party libraries</td>
</tr>
<tr>
<td>wsmx_all-0.2-src.zip</td>
<td>sources with third party libraries</td>
</tr>
<tr>
<td>wsmx-thirdparty-0.2.zip</td>
<td>only third party libraries</td>
</tr>
<tr>
<td>wsmx_core_and_mockups-0.2-bin.zip</td>
<td>compiled version of core engine and mockup components</td>
</tr>
<tr>
<td>wsmx_core_with_branch_of_execution_semantics-0.2-bin.zip</td>
<td>compiled version of core engine with one working branch of execution semantics</td>
</tr>
<tr>
<td>wsmx_components-0.2-bin.zip</td>
<td>compiled components</td>
</tr>
<tr>
<td>wsmx-integration-API-0.2.1b.zip</td>
<td>Contains the Integration API and corresponding javadoc</td>
</tr>
</tbody>
</table>

There is also an instance of WSMX running on a server of the University of Innsbruck at http://wsmx.deri.org:7000/

The packages include a number of mockup components which will be injected into the WSMX Kernel upon startup, as shown in Table 2.

² see http://sourceforge.net/mail/?group_id=113321 for details
Table 2: mockup WSMX components

<table>
<thead>
<tr>
<th>Component name</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChoreographyEngine</td>
</tr>
<tr>
<td>CommunicationManager</td>
</tr>
<tr>
<td>DataMediator</td>
</tr>
<tr>
<td>Discovery</td>
</tr>
<tr>
<td>Negotiator</td>
</tr>
<tr>
<td>Selector</td>
</tr>
<tr>
<td>Parser</td>
</tr>
<tr>
<td>ProcessMediator</td>
</tr>
<tr>
<td>ResourceManager</td>
</tr>
</tbody>
</table>

In addition to the mockup components a number of real components are included in this release of WSMX. The package wsmx_components-0.2-bin includes the following components with the described functionality. A detailed description of these components can be found in [4].

Table 3: real WSMX components

<table>
<thead>
<tr>
<th>Component name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>keyword_discovery</td>
<td>Keyword based discovery</td>
</tr>
<tr>
<td>pellet_discovery</td>
<td>Pellet based discovery</td>
</tr>
<tr>
<td>AlphaParser</td>
<td>The Parser checks if the syntax of received WSML descriptions is correct.</td>
</tr>
<tr>
<td>FZIReasoner</td>
<td>Prototype version of WSMO Reasoner</td>
</tr>
<tr>
<td>RuntimeMediator</td>
<td>Two versions of the run-time data mediation are provided: stand-alone and as a web service</td>
</tr>
</tbody>
</table>

2.3 Installation Guidelines

2.3.1 WSMX Software Prerequisites

The following list specifies the needed third party products and required libraries to use the prototype:

- JDK 5.0 (Download from http://java.sun.com/j2se/1.5.0/download.jsp)
- JINI - includes JavaSpaces implementation. Download the Jini Technology Starter Kit (v2.0.x) from http://starterkit.jini.org/downloads/. Extract the
downloaded file to a directory of your choice. JINI and the JavaSpaces technology is detailed in the JINI Specifications and API Archive\(^3\).

- Inca X - facilities starting JavaSpaces. Download Inca X & JavaSpaces Starter Kit v3.5 from http://www.incax.com/, follow the installation and usage guidelines below.

### 2.3.2 Inca X installation and usage instructions

The current WSMX release relies on a JavaSpaces compliant space implementation. Common examples include Outrigger, the implementation by Sun, and Blitz\(^4\), an open source implementation.

Inca X is a visual development and deployment platform for JINI technology. Run the installer program from your local disk drive by using the full path to your JDK 5.0 as illustrated below.

**Unix:** `/usr/java/j2sdk1.4.x/bin/java -jar install-incax.jar`

**Windows:** `c:\j2sdk1.4.x\bin\java -jar install-incax.jar`

The installer asks for the path to the JINI download (see above).

For the purposes of starting and using the supplied WSMX prototype a transient JavaSpace is sufficient. Run Blitz transient by starting the incaX IDE and switch from the “Development” to the “Runtime” tab. Wait for services to appear in the service directory and then expand the “Blitz JavaSpace” node. Right-click on the “Blitz [transient]” node and select “Start Blitz [transient]”. For further details you can also start its GUI console to see statistics of entries, blocking operations, etc. Click on “Run Service UI” in the Service UIs window, then select the “Factories->JFrameFactory” menu in the pop-up window to open the Blitz dashboard.

### 2.3.3 WSMX Installation Instructions

The kernel configuration is responsible for several configuration aspects of an instance of the WSMX microkernel, like the location of the systemcodebase, ports for the HTTP management console and SSH management console, or information on the used space. It might also include a list of domains, which in turn contains a list of components, for purposes of including components that are outside of the systemcodebase.

The systemcodebase is a location on the filesystem where component implementations reside and that is defined in the WSMX Kernel Configuration. Usually this is a directory populated with WSMX archives. WSMX scans the systemcodebase at startup and continues monitoring it to pick up components that are to be hot-deployed. Since everything that doesn't have a .wsmx extension is ignored, the WSMX executable jar, configuration, key and policy files are also found in the systemcodebase.

Components located in the systemcodebase don't need to be included in the kernel configuration since they will individually and automatically be scanned for a component.

---


\(^4\) [http://www.dancres.org/blitz/index.html](http://www.dancres.org/blitz/index.html)
configuration. Listing 1 shows a sample configuration file, after which a step-by-step instruction for setting up the wsmx_core_and_mockups-0.2-bin package is given.

```xml
<?xml version="1.0" encoding="UTF-8"?>
<k:kernel xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
  xmlns:k="http://www.wsmx.org/kernelconfiguration"
  systemcodebase="/path/to/codebase"
  httpport="8080"
  sshport="22"></k:kernel>
```

**Listing 1: WSMX kernel configuration**

- Edit the systemcodebase path in dist/config.xml to suit your environment. It should point to the directory with the WSMXcore.jar and the deployed wsmx components. (in this release this is the “dist” directory)

- Start up a JavaSpaces compliant space implementation such as Outrigger or Blitz. An easy way to set up a transient JavaSpace is detailed under the Inca X section above.

- Use Ant with the supplied buildfile, the default target “run” starts WSMX.

- The executable jar in the “dist” directory can also be run from the command line with sufficient privileges granted. A sample policy file (policy.all) which grants unrestricted access is supplied with the release.

  ```
  java -Djava.security.policy=/path/to/policy -jar WSMXcore.jar
  ```

- To deploy a component, package it in a WSMX archive and copy it to the systemcodebase. WSMX will discover it automatically and inject it into the running instance. A WSMX archive is a jar with a .wsmx extension and an agreed upon internal structure. The class files that make up the components implementations go to /classes, the archives deployment descriptor (if any) goes to /META-INF, libraries go jarred to /lib. WSMX uses custom classloaders that extract embedded jars, resolve load requests to the individual libraries, and provide isolation domains which allow components to load different version of the same class.

- You may monitor and administer WSMX through either the GUI-based HTTP management console or the TUI-based SSH management console.

2.3.4 Visualisation of WSMX Execution

The release of the first prototype includes a web application and a web service, in order to provide for a basic visualisation of a running WSMX instance. To set up this visualisation web application together with the web service which receives WSMX status information, follow the guidelines in Appendix 1.
For the online version of the visualisation GUI, which receives status information from the instance of WSMX running on the UIBK server, point your browser to the following URL: http://62.116.8.109:8080/visualisation

The visualisation itself is further detailed in section 3.2.

2.4 Type of API

The APIs for components interfaces (their sources, binaries and documentation) is available for download at: http://sourceforge.net/projects/wsmx. Third party component providers should download the newest version of the WSMX Integration API, in order for their components to be compatible with the WSMX architecture.

Additional APIs used for the architecture prototype include the WSMO API [2].

2.5 Licence information

WSMX uses the GNU General Public Licence\(^5\).

The third party software components and libraries included in the current WSMX release are using diverse licences, as shown in Appendix 2.

More detailed information about licensing of DIP components are provided in [5].

2.6 How to use the prototype

Following the steps detailed in section 2.3.3, WSMX should be running on a local machine. The WSMX Management Console can then be accessed by pointing your browser to http://localhost:port, where port is the port number which has been defined in the kernel configuration (config.xml) of the WSMX package.

The GUI documentation in section 3.1 details the possibilities of managing WSMX with the management console, including details on starting and stopping the server, as well as selecting and manipulating components.

2.7 Roadmap for future plans

The WSMX working group aims to continue its work on the WSMX system development. Several mockup components are going to be substituted with their real implementations. Also new strategic directions for the platform might be undertaken after the conclusion of the DIP project, such as orienting the platform towards the Semantic Grid. A future version for the WSMX architecture is presented in Figure 1.

\(^5\) http://www.opensource.org/licenses/gpl-license.php
3 ARCHITECTURE PROTOTYPE DOCUMENTATION

3.1 Server Administration GUI

The WSMX Management Console facilitates basic server administration tasks. Different views allow for the starting and stopping of the server (the main view, as seen in Figure 2), the administration of the deployed server components (the server view, as seen in Figure 3). Selecting one of the components from the server view opens up the MBean view of this service.

![Figure 1: future WSMX architecture](image)

![Figure 2: WSMX Management Console – Main View](image)
Figure 4 shows the MBean view of the CommunicationManager component, which enables a user to send a message to WSMX, using the “demo” operation of the CommunicationManager. This invokes the instantiation of the execution semantics (as defined in [10]) for the “achieveGoal” entry point. The notion of entry points and the corresponding types of execution semantics are explained in detail in [4].
3.2 Visualisation GUI

The Visualisation GUI enables the user to see the current status of a running WSMX server. The version currently available online receives status updates from the WSMX server at the UIBK, but for an interested target audience, the necessary files have been provided with the software packages for this deliverable. (for guidelines how to set up the visualisation, refer to Appendix 1)

The visualisation itself currently consists of a single web application, which shows the diverse phases of the execution semantics for the “achieveGoal” entry point, highlighting the currently active phase. To actually see the WSMX server change its status, a message has to be sent to the server, using the server’s management console (as was detailed in the previous section).
3.3 Additional documentation

The javadoc documentation for the WSMO API and its reference implementation wsmo4j can be found at http://wsmo4j.sourceforge.net/reference.html.

In addition the current documentation for the WSMX Integration API is included in the relevant download on the WSMX project at SourceForge, while the basis for the Integration API can be found in the DIP deliverable on the component APIs [3], respectively. A detailed description of the prototype architecture, the diverse entry points and the correlating execution semantics is described in [4].

The relevant javadocs have also been included in the software deliverable on CD.

4 CONCLUSION

This deliverable provides an overview of the first version of the DIP architecture prototype including detailed installation guidelines and documentation. An instance of the prototype can be accessed online at http://wsmx.deri.org:7000/. For demonstration purposes a local installation following the installation guidelines described in this deliverable might be useful. For demonstrations we recommend also the visualisation GUI. The guidelines for the local installation of the visualisation GUI are provided in the appendix.

A possible use of the current version of the prototype, as well as the necessary backend services, and front-end GUI, can be seen in [6].
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APPENDIX 1: WSMX VISUALISATION

In order to set up the optional WSMX visualisation for a local installation of WSMX, a number of additional products are needed. You need an application server or servlet engine, such as Tomcat, to deploy the web service. The web service has been tested on Tomcat 5.5.9 and Axis 1.2.1, but should work with any servlet engine which implements the version 2.2 or greater of the servlet API. Below is a sample list of possible products used to deploy the visualisation web service.

- Tomcat servlet engine 5.5.9 (Download from http://jakarta.apache.org/tomcat/index.html)
- Axis 1.2.1 (Download from http://ws.apache.org/axis/index.html)
- Java Mail API 1.3.2 (Download from http://java.sun.com/products/javamail/)

Follow the installation guidelines for Axis to set up the necessary software and deploy the web service, which can be found in the package wsmx_visualisation.zip. In addition to the web service, the visualisation web application (consisting of a servlet, a jsp page, its stylesheet and images) is included in the visualisation package. These have to be deployed to the Tomcat server as well.

Finally a small database has to be set up, to persistently store the status messages. The relevant database connection parameters have to be provided by configuring the “visualisation.properties” settings file in the web application package.

Detailed step-by-step installation guidelines can be found in the Readme file supplied with the visualisation package.
APPENDIX 2: THIRD PARTY SOFTWARE

Table 4 gives an overview of the third party software and libraries included with this release of WSMX, together with their licence information. All of these components are provided in the wsmx-thirdparty-0.2 package as well as in the wsmx_all-0.2-src package of the WSMX 0.2 release.

<table>
<thead>
<tr>
<th>Third Party Software (version)</th>
<th>Licence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ant (1.5.2 and 1.6.2)</td>
<td>Apache Licence, Version 2.0; <a href="http://www.apache.org/licenses/">http://www.apache.org/licenses/</a></td>
</tr>
<tr>
<td>Axis (1.2_RC2)</td>
<td>Apache Licence, Version 2.0; <a href="http://www.apache.org/licenses/">http://www.apache.org/licenses/</a></td>
</tr>
<tr>
<td>Castor (0.9.5.4)</td>
<td>Copyright 1999-2003 (C) Intalio Inc.</td>
</tr>
<tr>
<td>cglib (2.0.2)</td>
<td>Apache Licence, Version 2.0; <a href="http://www.apache.org/licenses/">http://www.apache.org/licenses/</a></td>
</tr>
<tr>
<td>DOM4J (1.5.2)</td>
<td>Copyright 2001-2004 (C) MetaStuff, Ltd.</td>
</tr>
<tr>
<td>Hibernate (2.1.8 and 3.0)</td>
<td>GNU LESSER GENERAL PUBLIC LICENSE, Version 2.1</td>
</tr>
<tr>
<td>Hsqldb (1.7.3.3)</td>
<td>Copyright (c) 1995-2000 by the Hypersonic SQL Group</td>
</tr>
<tr>
<td>Hypercup (0.1)</td>
<td>J2SSH is dual licensed; distributed under an Apache style license or the LGPL</td>
</tr>
<tr>
<td>J2SSH</td>
<td>GNU LESSER GENERAL PUBLIC LICENSE, Version 2.1</td>
</tr>
<tr>
<td>Jboss 4.0 (Buildmagic tasks module)</td>
<td>GNU LESSER GENERAL PUBLIC LICENSE, Version 2.1</td>
</tr>
<tr>
<td>jdbc-stdext (2.0)</td>
<td>Sun Microsystems, Inc. Binary Code License Agreement</td>
</tr>
<tr>
<td>JINI (2.0.2)</td>
<td>Apache Licence, Version 2.0; <a href="http://www.apache.org/licenses/">http://www.apache.org/licenses/</a></td>
</tr>
<tr>
<td>JTA (1.0.1b)</td>
<td>Sun Microsystems, Inc. Binary Code License Agreement</td>
</tr>
<tr>
<td>Kaon 2.0: wsml4kaon2-0.1</td>
<td>The Apache Software License, Version 1.1</td>
</tr>
<tr>
<td>log4j (1.2.8)</td>
<td>Apache Licence, Version 2.0; <a href="http://www.apache.org/licenses/">http://www.apache.org/licenses/</a></td>
</tr>
<tr>
<td>odmg (1.0.3)</td>
<td>Apache Licence, Version 2.0; <a href="http://www.apache.org/licenses/">http://www.apache.org/licenses/</a></td>
</tr>
<tr>
<td>Software</td>
<td>License</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------------------------------------</td>
</tr>
<tr>
<td>Spring (1.1.2)</td>
<td>Apache Licence, Version 2.0;</td>
</tr>
<tr>
<td></td>
<td><a href="http://www.apache.org/licenses/">http://www.apache.org/licenses/</a></td>
</tr>
<tr>
<td>Catalina-ant (5.5.8)</td>
<td>Apache Licence, Version 2.0;</td>
</tr>
<tr>
<td></td>
<td><a href="http://www.apache.org/licenses/">http://www.apache.org/licenses/</a></td>
</tr>
<tr>
<td>Wordnet (2.0)</td>
<td>Copyright 2003 by Princeton University</td>
</tr>
<tr>
<td>wsdI4j (1.5)</td>
<td>Common Public License - v 1.0</td>
</tr>
<tr>
<td>wsf (2.0)</td>
<td>Apache Licence, Version 2.0;</td>
</tr>
<tr>
<td></td>
<td><a href="http://www.apache.org/licenses/">http://www.apache.org/licenses/</a></td>
</tr>
<tr>
<td>wsmo4j (0.2.0, 0.3.1 and 0.3.2)</td>
<td>GNU LESSER GENERAL PUBLIC LICENSE, Version 2.1</td>
</tr>
<tr>
<td>wsmoapi (0.2.0.1)</td>
<td>GNU LESSER GENERAL PUBLIC LICENSE, Version 2.1</td>
</tr>
<tr>
<td>Xdoclet (2.1.1)</td>
<td>Copyright (c) 2000-2004, XDoclet Team</td>
</tr>
<tr>
<td>Xerces (2.6.2)</td>
<td>The Apache Software License, Version 1.1</td>
</tr>
<tr>
<td>XSB (2.7.1), Flora (2-0.74)</td>
<td>GNU LIBRARY GENERAL PUBLIC LICENSE</td>
</tr>
</tbody>
</table>