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EXECUTIVE SUMMARY

This deliverable describes a reference ontology building methodology based on the analysis of existing state-of-the-art ontology building methodologies. It goes even further by providing a collection of practically applicable ontology design principles. Therefore it provides more help for ontology designers in DIP than usual ontology methodologies, which stop at a more general level. The ultimate goal of the deliverable is to serve as a cookbook for developing the various Semantic Web Service specific ontologies in DIP which are needed for the various DIP use cases (telecommunication, e-banking and e-government).

The results described in this deliverable are thus potentially of interest mainly for the use case workpackages of the DIP project. This deliverable therefore addresses the “Real use case implementation” golden bullet point of DIP.

The expected audience of this deliverable are domain experts and ontology engineers who have to develop domain-specific ontologies inside or outside the DIP project. Disclaimer: The DIP Consortium is proprietary. There is no warranty for the accuracy or completeness of the information, text, graphics, links or other items contained within this material. This document represents the common view of the consortium and does not necessarily reflect the view of the individual partners.
### Abstract (for dissemination)
An ontology building methodology together with a collection of best-practice ontology design principles is presented based on the analysis of state-of-the-art methodologies.
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1 Introduction

The ultimate goal of the DIP project is to provide a technology infrastructure for Semantic Web Services (SWS). The DIP infrastructure builds on the WSMO conceptual model [28] where ontologies play a central role.

The development of ontologies is comparable in complexity with the design and development of complex software. As it is unrealistic to expect that someone who knows only the basics of a programming language will be able to design a good software architecture using that language, similarly it is not enough just to know the available ontology formalisms to build good ontologies.

To stay with the analogy of software development: a software analyst first of all needs lots of analysis and design experience to be able to design high quality software applications. Unfortunately experience cannot be described in books or other documents. There are, however, various software development methodologies which provide a framework for the various software development activities. There are also various analysis and design patterns which communicate some general rules about how a good analysis or design model should look.

Similarly, an ontology engineer first of all needs lots of ontology building experience which cannot be described in books or other documents. There are, however, various ontology development methodologies available. They provide guidance through the complex process of ontology development. Based on existing ontology development experience some philosophical and practical design principles were also reported in the literature. Unfortunately these principles are not yet organized in the form of patterns, as ontology engineering is still a nascent field compared to software engineering.

This deliverable describes a reference ontology building methodology based on the analysis of existing state-of-the-art ontology building methodologies. It goes even further by providing a collection of practically applicable ontology design principles. Therefore it provides more help for ontology designers in DIP than usual ontology methodologies, which stop at a more general level. The ultimate goal of the deliverable is to serve as a cookbook for developing the various domain specific ontologies in DIP which are needed for the various DIP use cases (telecommunication, e-banking and e-government).

In WSMO ontologies describe a specific problem domain and their definitions can be used in web service descriptions. WSMO itself defines “only” a framework for web service descriptions, containing items such as ontologies, goals, mediators, web service capabilities, choreography and orchestration specifications [6]. Thus, WSMO specifies how to describe a web service, in a domain-independent way. Better to say, WSMO as a meta-ontology, describes the domain of web services.

The ontology elements of WSMO, on the other hand, describe specific real-world problem domains. By using elements of these ontologies in WSMO goal and web service descriptions we can bind those specifications to the real world. It is important to note, however, that these ontologies are not web service dependent. They can be reused in other applications outside WSMO in the same problem domain, as well. As the goal of the deliverable is to describe the process of developing such ontologies, our methodology will not be specific to web services, either. The only exception is that in WSMO ontologies we should scope our conceptualisation based on the web services we want to semantically describe, that is, we should make sure that the domain ontologies really cover all of the possible user goals, web service inputs, outputs and states.
The structure of the deliverable is the following. Section 2 provides an overview on the available ontology development methodologies and describes a methodology in detail which is strongly based on the METHONTOLOGY ontology development methodology. Section 3 introduces some best-practice ontology design principles which can be used as a guideline in the conceptualisation phase of the ontology development. Section 4 discusses the important issue of ontology reuse and finally Section 5 concludes the deliverable.

Although most of the discussion in this deliverable is not dependent on a specific ontology formalism, we had to commit to a consistent terminology. We therefore use the usual W3C terminology in this document to name ontology entities, that is, we speak of concepts, subconcepts, properties, subproperties (as binary relations) and instances. This terminology is also consistent with the latest WSML specification [4] with the difference that binary relations where the domain is constrained to a specific concept are termed attributes there.

The DIP D3.3 deliverable (A Business Data Ontology) [24] has successfully followed an early version of the methodology described in this deliverable, thus the principles described here have been already partially validated in praxis.
2 Ontology Building Methodologies

Ontology development is a very complex, creative process. A methodology which coordinates the various activities involved is therefore crucial for its success. Ontology development is comparable with software engineering in complexity, a field where already lots of matured methodologies exist like the Rational Unified Process [15] or Extreme Programming [1]. Unfortunately, since the field of ontologies is not as mature as the field of software engineering, presently there is no set of established, generally accepted methodologies. Numerous methodologies have been proposed, however, and some of them are quite elaborate.

Based on a recent study [8] the two most mature and detailed methodologies that presently exist are METHONTOLOGY [11] and the On-to-Knowledge methodology [32] which strongly build on the best ideas of other, older methodologies. Therefore, we will discuss only these here and recommend reading one of the detailed studies about other methodologies for the interested reader. Some good studies and overviews are the following: [8], Chapter 3 in [12], and [16].

The On-to-Knowledge methodology (OTK) concentrates on building knowledge-based systems, where ontologies form an important part of the system. This methodology defines two orthogonal processes, the Knowledge Process and the Knowledge Meta Process. The former describes the process of ontology usage, the latter guides the ontology creation. Therefore, in this document we are interested only in the Knowledge Meta Process.

OTK defines the following steps as part of the Knowledge Meta Process (see also Figure 2.1 taken from [32]):

![Figure 2.1: OTK steps](image-url)
Feasibility Study: OTK follows the well-known CommonKADS methodology [29] in order to decide whether it makes sense to start the project, that is, to build the ontology.

Kick-off: During this phase the ontology requirements are finalised: the exact goal and the scope of the ontology is determined. According to the middle-out strategy (see Section 2.1) during a brainstorming session an initial list of important entities is collected and a list of relevant experts and knowledge sources is compiled. Design guidelines are also made which will guide the development process. Competency questions are collected which can be used later to validate the ontology.

Refinement: In this phase relevant knowledge is extracted from the identified knowledge sources (and from human experts) and formalised.

Evaluation: OTK identifies three types of evaluation: technology focused, user focused and ontology focused evaluation. These are described in more detail later as part of our methodology based on METHONTOLOGY. OTK proposes a cyclic ontology development process, that is, the Refinement and Evaluation phases are iterated until a stable, high-quality ontology version is reached.

Application & Evolution: An ontology is never ready, as it represents our knowledge of a specific domain which is naturally incomplete and constantly evolves. On the other hand, during the ontology development, design decisions have to be made as to which knowledge is relevant and thus should be included and which is not. Some of these decisions can be erroneous. Therefore, during ontology usage it can turn out that some important knowledge is missing from the ontology (or irrelevant things are included). Especially because our domain knowledge changes constantly, ontology maintenance is a continuous process. OTK identifies two types of ontology maintenance strategies: centralised and decentralised.

In the centralised case one person (or a group of people) is responsible for ontology changes. In the decentralised case everyone can make changes to the ontology. In this case tool support for ontology change management is crucial. The centralised strategy should be followed if high quality is important. On the other hand, the decentralised strategy is cheaper, faster and more flexible.

OTK was used in various use cases during the On-to-Knowledge project. The most important lessons learned during these use cases were the following:

- “Human Issues” can dominate other forces during a Knowledge Management (KM) project
- domain experts in an industrial context need pragmatic development guidelines (which we also provide in this document)
- collaborative ontology engineering requires physical presence and advanced tool support

1See http://www.ontoknowledge.org
• brainstorming is very helpful for early stages of ontology engineering, especially for domain experts not familiar with modelling. In OTK MindMaps were used quite successfully.

The METHONTOLOGY methodology describes a similar process to OTK, but it focuses more on the ontology development (it does not address the issue of Knowledge Process) and provides a more detailed framework. We base our process therefore on this methodology and describe it here. Where it is useful, we extend the original methodology with ideas from other methodologies, like OTK.

In the remaining part of this section we describe the various activities which form the ontology development process, as METHONTOLOGY defines them.

2.1 Development Activities

These are the core activities of the ontology development process which define the phases of the development.

**Specification:** This phase results in the ontology specification document. This can be informal (natural language description, informal competency questions) or formal (formal competency questions). The document should define at least the goal and the scope of the ontology clearly. It should also list the major information sources for the ontology together with the most important entities of the domain. This phase is similar to the Kick-off phase in OTK. In contrast to OTK METHONTOLOGY does not address the issue of feasibility study, although it is a good idea to conduct one before starting the ontology development.

It DIP it is especially important that as many common information sources are used in the use case ontologies as possible. If the semantic overlap among the use case ontologies are significant, it will be easier to define mappings between them as part of DIP WP5. Specifically, the use of the high-level business data ontology defined in D3.3 [24] should be considered as a common semantic core for use case ontologies.

**Conceptualisation:** This phase consists of building an intermediate conceptual model. This model is not necessarily suitable for reasoning and can be in any form which is understood and accepted by domain experts (e.g. Excel sheets, a mind map, semi-structured text). The use of intermediate models was already proved in many real-world systems (like Galen [27], VICODI [23] or in the OTK use cases [32]). METHONTOLOGY describes various artefacts which specify different aspects of the conceptual model:

- Glossary of Terms
- Concept and property classification hierarchies
- Tables of class and instance attributes
- Tables of constants
- Table of instances
- Verbs dictionary
- Table of formulas
This list is only a possible way to define a conceptual model, it can vary from project to project which is the best understood formalism by domain experts.

There are different strategies for defining a conceptualisation. Following the top-down strategy one starts with the most general concept (e.g. `THING`) and tries to refine the ontology structure along different distinguishing notions. This strategy is usable mostly in the case of top-level, philosophical ontologies.

The bottom-up strategy starts with a suitable set of information resources (databases, documents) which should be described by an ontology. In the first step interesting entities are collected from these resources which are worthy of inclusion in the ontology. This process can be supported by information extraction (IE) and ontology learning tools like Text-to-Onto\(^2\) or Amilcare\(^3\). Later on the ontology engineer tries to find common superconcepts and superproperties of the identified concepts and properties, and tries to find the proper concepts for the identified instances.

The advantage of the bottom-up strategy is that the ontology will definitely describe the target document corpus or database(s) properly, that is, it will describe the “information supply” well. On the other hand, with this approach there is a danger that the ontology will be too focused on a specific information resource, thus it will not be reusable. Experience also shows that semi-automatically generated ontologies are of lower quality than manually engineered ones. It is also important to note that this strategy can be used only for very low-level ontologies, where a specific information resource should be semantically described. For example the business data ontology which is described in D3.3 \([24]\) is on a much higher level where this approach could not be followed.

Finally, the middle-out strategy starts with a list of most important ontology entities (concept, properties) which can be collected during a brain-storming session. This approach can be used for both low-level, application ontologies, or medium-level ontologies where a list of most important concepts can be easily identified at the beginning.

Generally speaking we can say that both the top-down and middle-out strategies can result in high-quality ontologies which represent the “information need” in the domain quite well. There is a danger, however, that the ontology will not describe a specific collection of documents or a database adequately.

**Formalisation:** This phase includes choosing a suitable formalism (e.g. first order logic (FOL), F-Logic, description logic (DL)) and transforming the conceptual model into that formalism. It is possible that changes in the conceptual structure are required because of the limitations of the target formalism (e.g. DL usually supports only binary relations), and it is also possible that some elements of the full conceptual model are lost (e.g. many formalisms do not allow metaclasses, that is, entities that are instances and concepts at the same time, but those are often needed to express relevant knowledge of a domain). This formal representation is semi-computable, that is, it can be rewritten into a suitable syntax quite easily, which can serve as an input for a suitable reasoner.

\(^2\)http://sourceforge.net/projects/texttoonto/
\(^3\)http://nlp.shef.ac.uk/amilcare/
**Implementation:** Codifying the formal representation in a specific formal language (e.g. OWL, WSML etc.) which can be reasoned on by using a suitable reasoner.

**Maintenance:** A guideline for making future changes to the ontology should be defined, and the necessary changes should be made, as it was already described at the application and evolution phase of OTK.

Recently, the DILIGENT knowledge process for ontology maintenance was proposed [33] which defines a process which is in between the two extremes of a completely centralised and completely decentralised process. In DILIGENT, after an initial ontology development phase, users are allowed to make local modifications independently.

Uncontrolled local modifications would lead, however, to completely incompatible ontologies on the long run that would make interoperation between the various web services or applications impossible. Therefore a central board is also established which has the task of tracking local changes of the ontologies, analysing them, and revising the central core ontology accordingly. After revisions users have to make local updates to harmonize their local ontology versions with the new common ontology core.

As a matter of fact, a very similar maintenance process was proposed for the business data ontology in DIP D3.3 [24], and this is exactly the way we propose the maintenance of SWS ontologies in DIP. In a problem domain (such as telecommunication or e-banking) this process will result in a set of ontologies which contain a common semantic core and therefore the principles of semantic ontology mediation can be demonstrated on them as part of DIP WP5.

**Use and Reuse:** The ontology is used by various applications and users, and can be reused as part of other ontologies. Ontology reuse is a very important aspect, as one of the main motivations for developing ontologies is the hope that knowledge formalized in such a form is more amenable for reuse than in other forms (like relational database schemas or rule sets in expert systems). Various forms of ontology reuse are discussed in detail in Section 4.

Ontology reuse during the ontology development process happens as part of the integration activity which will be discussed later.

It is important to note that the conceptualisation, formalisation and implementation phases are not necessary distinct, since they can be merged if it is necessary. For example in many cases it is more comfortable to choose not only a formalism, but also the specific implementation language, and do the formalisation and implementation steps together. Further, if we use a simple metamodel to define our conceptualisation which is understood by the domain experts, a separate intermediate model may be unnecessary.

### 2.2 Project Management Activities

As ontology development is a project, project management is very important to achieve success. The following activities are identified:
Planning: This includes the traditional project planning tasks like deciding about the tasks, how they will be arranged, resources (time, people, SW and HW) needed by the tasks etc.

Controlling: Check that the plan is followed, make adjustments in the plan if needed.

Quality Assurance: Quality assurance is similar to but not the same as ontology evaluation, as it considers all of the artefacts produced, not only the ontology itself (ontology documentation, intermediate models, specification documents etc.)

2.3 Integral Activities

These activities support all phases of the ontology development process, and they are conducted more or less intensively throughout the whole ontology building project.

Knowledge Acquisition: Knowledge has to be extracted from the various knowledge sources. Those sources can include domain expert knowledge, existing books and existing ontologies.

Integration: A special kind of knowledge acquisition is the reuse of existing ontologies by integrating them into the new ontologies.

Evaluation: Evaluation includes verification, i.e. judgement of ontology correctness with respect to a frame of reference (e.g. the ontology specification document). It also includes validation, that is, judgement of the ontology with respect to the real-world domain it is supposed to represent. From another point of view, evaluation can be categorised in three categories, as follows:

Technology-focused evaluation: This includes checking the syntactical correctness and semantical consistency of the ontology, its performance, modularity, maintainability etc.

User-focused evaluation: This includes checking whether the ontology contains all of the information which was identified in the ontology specification document. A usage pattern based evaluation is also part of this process, where it is checked that all parts of the ontology are really used, that is, there are no unnecessary parts in it.

Ontology-focused evaluation This checks the semantical correctness of the ontology. Both philosophical methods (like OntoClean [14]) and ontology evaluation rules can be used to find incorrect conceptualisations.

Documentation: Proper documentation of an ontology is crucial for later maintenance and reuse. One of the most serious hindrances in ontology reuse nowadays is that most of the ontologies available on the Web are not properly documented. Both the meaning of ontology entities and the design decisions which led to a specific ontology must be documented, otherwise the ontology cannot be judged objectively when someone wants to decide about the integration of the ontology into a new one.
Configuration management: Mainly in the case of big ontologies which are developed collaboratively, configuration management is at least as crucial as in the case of big software development projects. For this activity the tools of Software Engineering can be used, but also some ontology editing environments provide such features.

2.4 Development Life Cycle

It is important to consider in which order the defined activities are executed. A definition of a life cycle is what it makes a methodology. METHONTOLOGY defines an evolutionary type of life cycle (similarly to most of the other methodologies) which is shown on Figure 2.2. This means that the development activities are executed iteratively throughout the development process. From the project management activities, planning is done at the very beginning while control and quality assurance are continuous. All of the integral activities are done continuously, although the amount of knowledge acquisition, integration and evaluation decreases as the ontology matures and its structure stabilises.

Figure 2.2: Methodology lifecycle
3 Ontology Design Principles

Unfortunately there is no standard catalogue of “ontology design patterns”, “knowledge patterns” or “semantic patterns”. Although there is already some preliminary work in this area (e.g. [3]), ontologies are still immature in comparison to software development, where a significant body of design and analysis patterns are available (see e.g. [9, 10]). Therefore, we think that it is a valuable contribution to list some of the best-practice principles which were collected from state-of-the-art ontology related literature (including [14, 12, 11, 26, 27, 16, 13, 19, 31, 5, 7, 8, 32, 25]) and are validated by our own ontology building experience [23].

Define and use naming conventions: To achieve a consistent and meaningful ontology it is extremely important to define naming conventions and to obey them throughout the development process. Probably the most important areas where clear guidelines are needed are the following:

- **Capitalisation**: It is a common convention to begin concept names with capital letters and instance and property names with non-capital letters.
- **Delimiters**: Common conventions are: using space or the “-” character as delimiters, or write names in CamelCase which eliminates the need for delimiters. Note that CamelCase is also suitable for ontology URIs therefore it is frequently used in web ontologies.
- **Singular or plural**: It is important to decide whether to use singular or plural form of names. It is a common convention to use the singular form in concept names.
- **Prefix and suffix conventions**: These conventions are mainly important for property names. A usual solution is to use “has” and “is” as prefixes for properties, with an additional “Of” suffix for the “is” form. In case of an inverse property pair, one of them should follow the “has” scheme and the other should follow the “is” scheme.
- **Avoid abbreviations**: Abbreviations should be avoided in names, except from some very well established ones, like URI for Uniform Resource Identifier.
- **Exclude/include superconcepts in names**: The name of superconcepts or superproperties should be consistently included or excluded in the name of subconcepts or subproperties throughout the ontology. For example both **OneWayTicket, ReturnTicket** or **OneWay, Return** can be used as names for subconcepts of the **Ticket** concept, but **OneWayTicket** and **Return** should not be used together.

Scope your ontology: Scoping is crucial because an ontology should not contain all of the imaginable distinctions of the target domain, but on the other hand it should contain all of the important distinctions of the domain. Note that for high-level ontologies it is not easy to decide what is relevant and what is not. In this case scoping means rather deciding about the generality level where the ontology should stop.

Specifically in the case of SWS ontologies scoping means deciding about the problem domain (such as e-banking, telecommunication), or even about the specific task at hand (like mortgage processes in the e-banking domain). If specific
web services are already known which should be semantically described, these should be listed, and can be used to further limit the scope of the ontology. The more limited is the scope of the ontology, the easier it is to develop it.

**Introducing new entities:** Introduce a new subconcept or subproperty only if it is significant for the problem domain, that is, we can say something about that very entity which is not true for any of the other entities in the ontology. For example typically you should introduce new concepts only if they will have a different set of properties than other concepts in the ontology. On the other hand, you should introduce a new entity whenever a distinction is important in the domain.

Specifically for WSMO ontologies, the domain ontology should contain all of the entities which are required to describe capabilities and interfaces of the web services in the application domain, and typical user goals which are foreseen at design time. Of course, ontology usage should be monitored during the maintenance phase, and newly identified user goals should be added to the ontology. It is also possible that later new web services appear in the application domain which are not covered by the ontology. As it was already noted, an ontology is never ready, and it should be constantly evolved during its lifetime.

**Formal concept hierarchy:** Always define a formal concept hierarchy: if \( D \) is subconcept of \( C \), all instances of \( D \) must be also instances of \( C \). Do not mix concepts with topics! Web directories such as Yahoo\(^1\) or the Open Directory\(^2\) use topic hierarchies to organize web pages. Topic hierarchies are structures that are intuitive for human browsing but do not fulfill the formality requirement and therefore they are not suitable for automatic reasoning.

If you are unsure about a subclass relationship, the OntoClean evaluation methodology \([14]\) can help to validate the decision.

Examples:

- All **ReturnTickets** are **Tickets**. (Good)
- All **Locomotives** are **Transportation**. (Bad, it is a topic hierarchy, as a locomotive is not a transportation)
- All **AddedValues** are **Services**. (Bad, as added value is rather a property of a good service, than a kind of service. The example was taken from \([21]\))

It is also important to identify all of the formal hierarchical relationships and model them properly. E.g. in \([21]\) **ServiceContractedByCustomerInChannel** is not defined as subconcept of **Service** and thus a reasoner later on cannot infer that instances of **ServiceContractedByCustomerInChannel** are also services. As a result there is a danger that a web service which expects a service as its input cannot be invoked by an instance of **ServiceContractedByCustomerInChannel**.

**Optimal number of subconcepts:** The optimal number of subconcepts is between 2 and 12 (according to \([25]\)). If you have only one subconcept it is a good indication that either the subconcept is unnecessary or new siblings of that concept

---

\(^1\)http://dir.yahoo.com/
\(^2\)http://dmoz.org/
New concept or property value: It is a common decision during the ontology development you have to make: should I represent something by introducing a new concept, or is it enough to fill in the right value for a property at the instance level? For example the distinction between slow and fast locomotives can be represented by introducing new SlowLocomotive and FastLocomotive concepts, or by filling the proper values of a hasSpeed property (Slow or Fast) at the instances of Locomotive. If a distinction makes entities participate in different relations, make the new entities concepts, otherwise a property value is probably enough [25]. For example if there is a concept HighSpeedLine and we know that only fast locomotives are allowed to travel on such lines, it is probably a good idea to define FastLocomotive as a concept.

Another indicator for using a property value instead of defining new concepts is if the value would change often [25]. For example if locomotives are painted newly each year with different colours, probably it is not the best idea to define the concepts BlueLocomotive and RedLocomotive as locomotive instances would change their concept frequently. Of course, if our target ontology formalism supports axiomatic concept definitions, and thus automatic categorization of instances (like description logic-based formalisms), this is not a real problem, and such concepts can be defined even if concept membership often changes.

From a more philosophical point of view, we can also check whether an entity can exist alone, or it is always dependent on other entities. For dependent entities it is better to define a new property instead of a new concept [2]. For example it makes sense to speak of “arrival time” only if we know also the entity whose arrival time we talk about (e.g. a specific train). In this case it is probably a good decision to have a hasArrivalTime property instead of an ArrivalTime concept. Of course in many cases the distinction is not so clear. For example the color “red” exists also without considering other entities, but it is also clear that in many cases we are interested in the connection between this color and other objects. This issue is very much related with the question of representing enumerations, which will be discussed below.

As an example from the DIP use cases let us consider the Customer concept [21]. It has three subconcepts Company, Person and SOHO. This decision indicates that the type of customer does not change, i.e. a natural person normally will never be a company.

Concept or instance: If it is meaningful to speak of a “kind of X” in the target domain, that is, the entity represents a set of something, make X a concept. Otherwise X should be an instance. If you are unsure, make X a concept, that is the safer strategy.

For example consider the case when you have a Locomotive concept. The question is whether SteamLocomotive and DieselLocomotive should be subclasses or instances of this concept. From a conceptual point of view both options are possible, the choice depends on whether we want to model concrete instances of steam or diesel locomotives (e.g. SteamLoc234543534). If locomotive instances are not of interest for us, we can have SteamLocomotive and DieselLocomotive
as instances of the **Locomotive**, in which case this concept represents the set of locomotive types.

If we are unsure whether we will ever need to represent a specific locomotive instance like **Loc234543534**, it is better to have **SteamLocomotive** and **DieselLocomotive** as concepts, as we will always be able to define new subconcepts and instances of a concept, but for an instance it would not be possible any more. In this case the **Locomotive** will represent a set of locomotive instances, that is, it will have different semantics than in the previous case.

So, as we have seen instances close the ontology, that is, instances should appear only at the lowest level in the ontology. Unfortunately it is hard to see in advance which is the lowest level, therefore in many cases it is safer to use concepts. But with some ontology formalisms it can cause problems again, as it is not possible to point directly to concepts. Some possibilities to solve the problem in this case are described in [7].

The concept vs. instance question appears very characteristic in the case of enumerations, that is, disjoint partitions of a concept. Consider for example a concept **Speed** and its possible partition **Slow**, **Medium** and **Fast**. Should those be instances or concepts?

Practitioners using description logic-based ontology formalisms argue that those should be concepts [5], as in this case it is possible later to refine this partition for example by defining new subconcepts of **Fast** like **LightningFast** and **VeryFast**. On the other hand, by using this technique if we want to encode the fact that **SteamLoc234543534** is slow, we have to always create a new instance of the **Slow** concept representing the fact that **SteamLoc234543534** is slow (like **SteamLoc234543534hasSpeedSlow**), and connect this instance with the original locomotive instance.

This approach is normally considered as cumbersome by practitioners coming from the database field or using frame-based ontology formalisms. Those ontology engineers prefer to use instances for enumerations which results in a simpler structure (it is enough to connect the locomotive instance with the speed instance) but we loose the possibility to define hierarchical enumerations.

As an example from the e-banking use case consider the **ProductRateApplication** concept which defines the possible types of interest rates that can be applied to a financial product. Thus, it defines an enumeration. In the e-banking ontology the designers chose to represent the enumeration as subconcepts: **ProductRateApplicationFixed**, **ProductRateApplicationMixed**, **ProductRateApplicationVariable**. This makes the ontology flexible towards future changes, if e.g. subtypes of fixed interest rates are have to be defined. Further, this technique allows users of the ontology to attach interest rate value information to the relation between a **Product** and **ProductRateApplication** by specifying the value at the newly created instance of **ProductRateApplication**. This technique is called **reification**, and it is the probably most common way to represent n-ary relations in ontology formalisms supporting only binary ones.

In this example, if the ontology language supports n-ary relations (like WSML), and if no subtypes of the enumeration are foreseen, probably it is sim-
pler and more intuitive to represent the interest rate types as instances of ProductRateApplication.

Generally we can say that the concept vs. instance distinction is unnatural for humans, and in many cases the answer is that an entity is both a concept (a set of something) and an instance (a member of a set). Consider the situation described in [22].

There is a concept Species (representing the set of all species), with instances such as Ape. However, Ape may be also viewed as a set of all apes. It may be argued that Ape may be modelled as a subconcept of Species. However, if this is done, other irregularities arise. Since Ape is a set of all apes, Species, being a superconcept of Ape, must contain all apes as their members, which is clearly wrong conceptually. Further, when talking about the Ape species, there are many properties that may be attached to it, such as habitat, type of food etc. This is impossible to do if Ape is a subconcept of Species, since concepts cannot have properties (in most ontology formalisms).

This shows the need for ontology formalisms supporting metaclasses (i.e where classes can be viewed as instances at the same time) like KAON [22], OWL-Full [20] or F-Logic [17].

Document your ontologies: Always document ontology entities also in natural language. While logical axioms are very useful for logic reasoners, usually humans (especially domain experts with no or minimal logics background) have problems interpreting and understanding them. On the other hand, simple labels are usually ambiguous (e.g consider “wing” in an airplane or in a bird ontology). It is also possible to express design considerations in natural language, which are not expressible in the target ontology formalism, but are important when someone tries to reuse the ontology. If an ontology should be reused at an international level, like in the DIP project, all ontology elements should be documented in English. As a negative example the signalDateContract property can be mentioned from the e-banking ontology [21], which is documented only in Spanish, or the termRateFixed property which is not documented at all. Positive examples from the same ontology are concepts Product and Service which are documented in both English and Spanish.

Modularise your ontologies: It is useful especially in the case of big ontologies which are developed collaboratively to split the ontology into independent modules. A possible technique for that is described in [26] by Alan Rector, based on his more than fifteen years of ontology building experience. We overview this technique here informally and recommend the interested reader to read the referred paper for more details. The main ideas of this modularisation technique are the following:

- Primitive concepts should be defined in independent modules. A primitive concept is a concept which is not defined by logical axioms, so it is transparent for the reasoner (the reasoner does not “understand” the meaning of the concept). Primitive concepts can form a hierarchy, but merely organizing them into hierarchies still does not define them. For example we can state that Locomotive is a subconcept of Vehicle, but the reasoner still
does not have any information about what is the exact difference between locomotives and other vehicle types.

- In a module a tree taxonomy of primitive concepts should be defined where
  - each concept has max. one parent concept (i.e. the taxonomy forms a tree)
  - children of a concept are always pairwise disjoint
  - the whole taxonomy is based on only one differentiating notion (e.g. speed, colour, functionality, structure). That is, RED and FAST should not be part of the same module, RED and BLUE should be.

- The modules should be connected by defined concepts which are defined by axioms (supported by a given ontology formalism) using primitive concepts from the various modules. These defined concepts should be always subconcepts of one (!) primitive concept, and connected by properties with other primitive concepts. For example we can define a FastRedLocomotive as a Locomotive which has speed “fast” and has colour “red”.

The consequences of this procedure are the following:

- The place for new instances is easily identified even for huge ontologies, as
  - all leaf concepts in a module’s tree hierarchy are pairwise disjoint (i.e. the instance should belong only to one of them)
  - the modules describe independent aspects and therefore it is easy to choose the right module for the instance

- Updates (new axioms and instances) have minimal or absolutely no impact on already existing parts of the ontology.

- The modules can be developed independently from each other, possibly by different expert groups.

As an example demonstrating the advantage of the approach consider the following. We would like to define the FastRedSmallLocomotive concept in a big railway ontology. Using a naive conceptualisation this concept could be defined as a subconcept of FastLocomotive, RedLocomotive and SmallLocomotive, which are again subconcepts of Locomotive.

What happens if we later also want to make a distinction in the ontology based on the propulsion type of locomotives? How to add the FastRedSmallSteamLocomotive concept? Of course we can add this new concept as the subconcept of FastRedSmallLocomotive, but this causes two problems.

First, as we did not define clearly what the difference is between FastRedSmallLocomotive and FastRedSmallSteamLocomotive (i.e. those concepts are primitive ones for the reasoner), it is not possible to classify existing (and possibly quite numerous) locomotive instances automatically, but we have to examine all (!) of them manually, and declare them as FastRedSmallSteamLocomotive when it is appropriate.

Second, it is an open question who is responsible for adding this new concept and doing the job of manual classification. The experts dealing with colors? With speed? Or with vehicle types? Most likely the result will be a deadlock, where
nobody will do anything. One should never underestimate human issues in a big ontology development project...

Using the modularisation approach expert groups can develop independently modules of vehicle types (containing \textit{Locomotive}), speed (containing \textit{Fast}), colour (containing \textit{Red}), and the ontology engineer can define the new concept \textit{FastRedSmallLocomotive} as a \textit{Locomotive} which is red, fast and small. Responsibilities for adding new instances are clear. The vehicle expert group adds new locomotives, the colour expert group can define their colour, the speed expert group their speed etc. The instances are categorised automatically and properly as \textit{FastRedSmallLocomotive} when it is appropriate.

What happens now if we want to use also propulsion types? We simply create a new group which defines a new “propulsion types” module containing the \textit{Steam} concept. They are also responsible for adding statements about the propulsion type used by the existing (and new) locomotive instances. The ontology engineer defines the \textit{FastRedSmallSteamLocomotive} concept as the set of all Locomotives which are fast, small, red and have steam propulsion. After defining that concept all of the existing (and new) instances of locomotives are categorised automatically and properly.

As an example from the DIP project the e-banking ontology \cite{21} is modularized into independent modules representing services, products, channels, users and currencies. In this ontology no defined concepts are specified, as it was probably not needed.
4 Ontology Reuse

The main motivation for ontologies was, from the very beginning, the need to encode knowledge in a reusable form. This should allow for the effective reuse of existing ontologies across many applications and also in other ontologies. As building a new ontology is always extremely expensive both in terms of human effort and time, integration of existing ontologies into new ones should always be considered (see also Section 2.3). Ontology reuse can also make mediation between systems using different ontologies easier [18], as at least parts of the ontologies will follow an identical semantic structure.

It must be stressed that ontology reuse is only possible if ontologies are properly documented in natural language. Not only the actual structure of the ontology should be explained, but also the design decisions that led to the structure. With other words, it is not enough to explain what is there, but it is also necessary to explain why, and what was left out. Based on this information the developer of the new ontology can make an informed decision whether and how to reuse the ontology.

This section will review the types of ontology reuse, namely inclusion, reference and semantic reuse.

4.1 Inclusion

Probably the most preferable way to reuse an existing ontology is to include it in our ontology. This means that we accept all of the axioms expressed in the original ontology. Most modern ontology languages, such as OWL or WSML support the inclusion of external ontologies.

There are two types of inclusion: embedding and extension. Embedding means that a specific ontology, like an ontology of numbers, money or time is reused in a more complex ontology. As an example consider [30] where ontologies of time and location are reused in an ontology of international train tickets.

Extension means that a high-level ontology is extended by domain-specific concepts. For example this is the proposed way to extend the high-level business data ontology developed in D3.3 [24] in DIP use cases. Extension is also frequently used as a modularisation technique. E.g. the AKT Portal ontology\(^1\) or the Proton ontology\(^2\) extract their high-level, domain-independent part into an external mini-ontology, which is then extended by lower-level, domain specific parts.

4.2 Reference

Probably the most common ontology reuse in present Web ontologies is referencing specific elements of external ontologies. Modern ontology languages denote their elements by globally valid URIs. This makes it possible to reference specific elements of an ontology without including (and thus accepting) all axioms of an ontology. For example the FOAF ontology\(^3\) references specific elements of WordNet\(^4\) in such a way.

---

\(^1\)http://www.aktors.org/ontology/portal
\(^2\)http://proton.semanticweb.org/
\(^3\)http://xmlns.com/foaf/0.1/
\(^4\)http://wordnet.princeton.edu/
4.3 Semantic reuse

Although syntactic reuse through inclusion or reference is preferable, in many cases it is not possible to fully accept the semantics of an existing ontology. The existing ontology, on the other hand, could “almost” describe the entity that we want to model. It is also possible that the legacy ontology exactly describes our conceptualisation, but it was implemented using an ontology formalism that is not suitable for us, and therefore syntactic reuse is impossible. In this case we can build our ontology by freely reusing some of the ideas, design decisions of the original ontology without syntactically reusing any parts of it.

Although this makes automatic mapping between the resulting ontologies very hard or even impossible, this technique is still preferable over developing a completely new ontology. After semantic reuse the structures of the ontologies will be at least similar which makes manually defining a mapping between the ontologies easier. If two ontologies covering the same domain were developed completely independently, even manually defining a mapping could be a very challenging task.

Semantic reuse happens for example in the Proton ontology, where ideas of many other high-level ontologies, such as DOLCE\(^5\) are reused. The same technique was used during the development of the DIP business data ontology (described in D3.3 \(^24\)), where some ideas from the UBL\(^6\) and the Shared Information/Data (SID) Model of the TeleManagement Forum\(^7\) were reused.

\(^{5}\)http://www.loa-cnr.it/DOLCE.html
\(^{6}\)Accessible from http://docs.oasis-open.org/ubl/cd-UBL-1.0/
\(^{7}\)Accessible at http://www.tmforum.org/browse.asp?catID=860&linkID=28357 status 31 May 2005
5 Conclusion

In this deliverable we presented an ontology development methodology based on the well-known METHONTOLOGY methodology which was extended with ideas from some other methodologies. The described methodology together with a list of best-practice ontology design principles will hopefully serve as a useful guideline for the development of future ontologies in and outside the DIP project.
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